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Chapter 1

Introduction

This document is a tutorial for the HARP software program, which is a member of the
Hybrid Automated Reliability Predictor (HARP) integrated Reliability (HiRel) tool system for
reliability/availability prediction (refs. 1 and 2). (See vol. 1 of this TP.)

HiRel o�ers a toolbox of integrated1 reliability/availability programs that can be used to
customize the user's application in a workstation or nonworkstation environment. HiRel consists
of interactive graphical input/output programs and four reliability/availability modeling engines
that provide analytical and simulative solutions to a wide host of highly reliable fault-tolerant
system architectures and is also applicable to electronic systems in general. Three of the HiRel
programs were developed by researchers at Duke University and at NASA Langley Research
Center.

The tool system was designed to be compatible with most computing platforms and operating
systems, and some programs have been beta tested within the aerospace community for over
8 years. Many examples of the system's use have been reported in the literature and at the
HARP Workshop conducted at Duke University, July 10{11, 1990.

The wide range of applications of interest has caused HiRel to evolve into a family of
independent programs that communicate with each other through �les that each program
generates. In this sense, HiRel o�ers a toolbox of integrated programs that can be executed
to customize the user's application. Figure 1 shows the HiRel tool system. The core of this
capability consists of the reliability/availability modeling engines, which are collectively called
the Hybrid Automated Reliability Predictor (HARP).

The modeling engines are comprised of four self-contained executable software components:
the original HARP program (described in vols. 1 and 2 of this TP), the Monte Carlo integrated
HARP (MCI-HARP) (ref. 3), Phased Mission HARP (PM-HARP) (ref. 4), and X Window
System HARP (XHARP) (ref. 5). In conjunction with the engine suite, are two input/output
interactive graphical user-interface programs that provide a workstation environment for HiRel.
These programs are called the Graphics Oriented (GO) program (described in vol. 3) and the
HARP Output (HARPO) program (described in vol. 4). The base components of HiRel (GO,
HARP, MCI-HARP, and HARPO) are available through NASA's software distribution facility,
COSMIC,2 or from the developers at Duke University.3 The XHARP engine4 is available from
the university where it was developed. PM-HARP can be obtained from The Boeing Commercial
Airplane Group.5

A number of examples are presented in this tutorial beginning with simple models and
progressing to more complex ones to illustrate the HARP capability and to present more detail on
the HARP modeling process. This tutorial only demonstrates the textual input/output HARP
format. The developers were successful in retaining an identical textual input/output and �le

1 Integrated denotes the ability of HiRel software programs to communicate with each other in a common ASCII �le

format. These �les are discussed in volume 1 of this Technical Paper.
2 COSMIC, The University of Georgia, 382 East Broad St., Athens, GA 30602.
3 Duke University, Dept. of Electrical Eng., Durham, NC, 27706 (Kishor S. Trivedi).
4 Clemson University, Dept. of Computer Science, Clemson, SC 29734 (Robert Geist).
5 The Boeing Commercial Airplane Group, Seattle, WA 98124 (Tilak C. Sharma).
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Figure 1. HiRel: GO, HARPO, and suite of reliability engines.

structure for all versions of HARP running on di�erent computing platforms. This convenience

was accomplished by implementing textual HARP in ANSI standard Fortran 77.

Graphical input/output capabilities are presented in volumes 3 and 4 of this Technical Paper.

The graphical user interfaces (GUI), GO and HARPO, use the ANSI standard Graphical Kernel

System (GKS) software to facilitate portability across several graphical display devices. Unlike

the success achieved with textual HARP, the GUI's do not have identical appearances on the

screens of di�erent display devices associated with their di�erent computing platforms. The

di�erence in appearance is fortunately minimal and was dictated as such by the GKS installed

on a particular computing platform (ref. 2).

Although some modeling concepts are explained in this document to illustrate the modeling

process, the bulk of the theoretical concepts are presented in volume 1 of this Technical Paper and

in several research papers cited in the reference section. The most comprehensive compilation

of HiRel papers can be found in the proceedings of the HARP Workshop.

Combinatorial fault occurrence/repair models (FORM's) are initially presented in this

volume. The single fault/error handling models (FEHM's) are presented next and are followed

by the HARP multifault/error handling models applied to the near-coincident fault application.

Appendix A provides �le listings of worked examples from this tutorial, and appendix B

provides additional examples with particular emphasis on the dynamic fault tree gates. Sequence

dependency FORM's are also presented in appendix B.

Important concepts necessary to use HARP properly are presented in volume 1 of this

Technical Paper, which should be read before any serious applications are undertaken with this

capability. HiRel includes a number of software programs that are described in other volumes of

this Technical Paper that may facilitate the user's productivity in using the HARP capability.

Volumes 3 and 4 present the GO and the HARPO software programs, respectively. These

documents describe the GUI for HiRel.
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In the body of this document, a dialog is presented to illustrate the interaction between the
user and the program. HARP commands are prefaced with the symbol $ or more commonly

with no special pre�x, and user responses within the sample sessions are identi�ed with the

symbol > preceding the response.

The GO, HARP, and HARPO HiRel software programs have been ported to many computing

platforms and operating systems, which include Sun Microsystems, DEC VAX, IBM-compatibles

286, 386, and 486 PC's, Apollo, Alliant, Convex, Encore, Gould, Pyramid, and Berkley

UNIX 4.3, AT&T UNIX 5.2, DEC VMS and Ultrix, and MS DOS, respectively.

The IBM-compatible PC 16-bit version requires a minimum of 512K of memory as well as a


oating-point accelerator. Throughout the text, di�erences between the PC 16-bit version and

the full version are noted. The PC 32-bit version running under DOS or OS/2 gives the full

capability of the Sun or VAX versions.

The user is reminded that using HARP as a combinatorial fault tree solver is computationally

ine�cient, although convenient if the user is accustomed to using HARP. However, the fault

tree is particularly useful when fault/error handling is included in the model or when sequence

dependencies are modeled. Each model is no longer combinatorial.
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Chapter 2

Creationof Files

This section presents an overview of the HARP program structure, execution 
ow, and
the �les it generates. Textural HARP executes on DEC VAX workstations under VMS, Sun
Microsystem workstations under UNIX, and IBM-compatible 286, 386, and 486 PC's under
MS DOS and OS/2. Textual HARP requires an ANSI standard Fortran 77 compiler and has
been compiled with Lahey and Microsoft FORTRAN for PC's. It is compatible with a wide range
of computing platforms because it was written in ANSI standard Fortran 77 for wide portability.
HARP creates ASCII �les, which are compatible with most computing platforms. For example,
�les created under the PC environment can be executed by a DEC VAX. In this way, a PC can
be used as a workstation for input and output processing, and VAX can be used for large system
computations. HARP has an interactive prompting input capability and is composed of three
stand-alone programs: tdrive, �face, and harpeng. (See �g. 2.) As the user successively executes
the programs in this order, they create �les that are required by downstream programs.

HARP
TEXTUAL
INPUT

XHARP
GRAPHICAL
INPUT

GO
GRAPHICAL
INPUT

TDRIVE FIFACE HARPENG

MARKOV
CHAIN
GENERATOR

TRANSITION
MATRIX
SETUP

MARKOV
CHAIN
SOLVER

TABULAR
OUTPUT

     LISTINGS

TDRIVE FIFACE HARPENG

MARKOV
CHAIN
GENERATOR

TRANSITION
MATRIX
SETUP

MARKOV
CHAIN
SOLVER

PM-HARP

GRAPHICAL
OUTPUT

CHANGE MODEL

PARAMETERS

CHANGE MODEL

PARAMETERS

HARP / MCI-HARP

Figure 2. HARP execution and 
ow relationship to GO and HARPO.

The programs also accept user-generated or modi�ed �les created with a text editor. Thus,
the user has the option to use the interactive input capability or simply input user-created �les.
The input to tdrive can also come from �les generated by GO. The output of textual HARP are
tabular structured �les. These �les can be used as input to HARPO, which allows the user to
graphically display the tabular data in a wide variety of forms in an interactive mode. Thus,
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as an overview, textual HARP is by analogy the central processing unit, GO is a graphical
input to textual HARP that bypasses textual HARP's interactive input-prompting capability,

and HARPO is the graphical output processor that reads textual HARP's tabular output �les.

(See vols. 3 and 4 of this TP.)

A brief description of the �les created by the HARP programs is given here. A detailed

presentation is given in volume 1 of this Technical Paper. The MODELNAME is speci�ed by

the user when the program tdrive is executed. The user should avoid special characters that

are likely to interfere with the users' operating system; for example, a MODELNAME called *

would be a bad choice.

2.1. Files Created by tdrive

If the user input is a fault tree, then tdrive creates the following �les:

� MODELNAME.DIC|A �le that contains the name of each component in the model, its

symbolic failure rate, and any fault/error handling information. This �le is called the

dictionary �le.

� MODELNAME.FTR|An interim �le created by the program or the fault tree �le from the

HARP graphical input program.

� MODELNAME.INT|The fault tree is converted to a Markov chain. This �le contains the
states and state transitions of the Markov chain after conversion.

� MODELNAME.TXT|This �le contains the textual fault tree description given by the user.

If the user input is a Markov chain, then tdrive creates the following �les:

� MODELNAME.DIC|A �le that contains the name of each component in the model, its

symbolic failure rate, and any fault/error handling information. This �le is called the

dictionary �le. This �le is optional for Markov chain input but imperative for fault tree

input.

� MODELNAME.INT|This �le contains the states and state transitions of the Markov chain

as input by the user. An important point for the Markov chain input: the �rst state listed in

the MODELNAME.INT �le must be the initial state of the system. That is, if the �rst line

reads STATE1 STATE2 3*LAMBDA, then STATE1 is assumed to be the initial state of the

Markov chain.

2.2. Files Created by �face

The following �les are created by �face:

� MODELNAME.ALL|This �le contains the all-inclusive next faults rates if necessary;

otherwise, it is empty.

� MODELNAME.MAT|This �le contains the sparse matrix format of the Markov chain. Row

and column values of nonzero entries are listed in ascending order.

� MODELNAME.SAM|This �le contains the same-type next faults rates if necessary;
otherwise, it is empty.

� MODELNAME.SYM|This �le contains symbol table information for the HARP engine

program.

� MODELNAME.USR|This �le contains the user-de�ned next faults rates if necessary;

otherwise, it is empty.
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2.3. Files Created by harpeng

The following �les are created by harpeng:

� MODELNAME.INP|This �le contains the user input values for symbolic failure and repair

rates. If desired, this �le can be used for future runs (called an echo �le by the harpeng

program.

� MODELNAME.PT*|This �le contains the unreliability values. It can be used if a plot

program is available. (The symbol * is an integer from 1 to 9.)

� MODELNAME.RS*|This �le contains the results of the program execution. The �le lists

the values given to symbolic failure or repair rates, solution values for coverage models, failure

state probabilities (if input is a Markov chain, it can have some active state probabilities if

requested), and unreliability and reliability values and bounds information. (The symbol *

is an integer from 1 to 9.)
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Chapter 3

FaultOccurrence/RepairModel
(FORM)

This chapter addresses the construction and interpretation of FORM's for fault trees and

Markov chains. We begin with a model of a simple system consisting of three processors. Only

one processor is needed for the system to remain operational. For now, fault/error handling

mechanisms are disregarded. When a processor fails, it is simply discarded and no recovery or

repair is attempted.

3.1. Three-Processor System Fault Tree

The fault tree input is demonstrated �rst. Because fault/error handling is ignored, the FEHM

model type none is used when entering the dictionary information. After entering the dictionary

information, the structure of the model is entered as portrayed in the fault tree of �gure 3. When

using HARP with textual input, the user normally �rst sketches the system fault tree and labels
it as shown in �gure 3. Each member of the fault tree is labeled with a unique node number.

During the input dialog, the user is asked to identify the connection of the fault tree members

by specifying the node numbers. In this example, the node numbers happen to correspond

to the basic event component ID numbers, also called the type numbers. Although the node

numbers must be unique, the basic event component ID's are not required to be unique, that

is, all the basic events can be the same type, say 1. A component ID is a positive integer that

points to a dictionary description of the speci�ed basic event. As the user inputs the NAME

for the component ID, as prompted by HARP, the dictionary �le is automatically created in

ASCII format and can be viewed after the software program tdrive completes execution. The

dictionary �le contains the component name, the symbolic failure rate6 for that component,

and any speci�ed FEHM. During execution of harpeng, the user is asked to specify the failure

distribution and its numerical values for each component. During initial model input requested

by tdrive, the user is asked to identify the component ID for each basic event node and to

specify a replication factor, a positive integer. The use and signi�cance of the replication factor

are demonstrated in section 3.2.

Upon completion of the �rst program tdrive, the model has been converted to a Markov

chain, although this process is transparent to the user. An ASCII �le containing the Markov

chain is created and identi�ed as MODELNAME.INT. The corresponding Markov chain is shown

in �gure 4. The state 1,1,1 represents the system with each of the processors operating. With

rate �3, the third processor fails, and the system enters the state with only the �rst two processors

running, that is, state 1,1,0. Likewise, with rate �2, the second processor fails, and the system

enters state 1,0,1. With rate �1, the �rst processor fails, and the system enters state 0,1,1. Now

from this state, one of two events can occur: either the second processor can fail or the third

processor can fail. The �rst event leaves the system in state 0,1,0 and the second event leaves the

system in state 0,0,1. Analogous transitions emanate from states 1,1,0 and 1,0,1. Once there are

two failures, (i.e., states 1,0,0; 0,1,0; and 0,0,1) the next failure crashes the system. From these

states, F1 is entered upon failure of the �rst processor, F2 when the second processor fails and

6 A better term is failure distribution; failure rate is used instead to simplify the input.
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Figure 3. Three-processor fault tree representation.

Figure 4. Markov chain generated from fault tree of �gure 3.

F3 when the third processor fails. The program �face is executed to create the sparse matrix7

data structure format needed by the HARP engine. Finally, the engine itself is executed.

The three program dialogs for the example shown in �gure 4 are presented in the following

sections. In the dialogs, a program request has no special pre�x, and a user response is preceded

by the symbol >.

3.1.1. tdrive Dialog for Input of Fault Tree

In the following dialog, the program tdrive creates the �le 3PFT1.INT that contains the

Markov chain generated from the input fault tree. The data in the 3PFT1.INT �le are always

printed in ascending row-wise order with state names being positive integers. This output is

called SORTED output. 3PFT1.DIC lists the dictionary information. Both of these �les are in

7
Matrix is A(t) as described in volume 1 of this Technical Paper. A matrix is sparse when most of its entries are zero.
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appendix A as is 3PFT1.TXT, which contains the fault tree input information. The dialog is as

follows:

$ tdrive

HARP---Version 7.0, February 1993

NASA Langley Research Center/Duke University

Program Tdrive

Defaults are Invoked by "CR", Inputs are Case Insensitive

Question? ( "?" or "help" )

FAULT TREE (F) or Markov Chain (M)?

> f

Modelname?

> 3pft1 * Must be a legal filename without extension, .e.g., *

* 8 max. characters on a PC] *

NAME for component ID 1. Enter "/d" or "done" if finished.

> processor1 * Avoid using special characters *

Symbolic failure rate? * Numerical values are requested in fiface *

* and harpeng. Avoid using special characters *

* such as $, &, etc. *

> lambda1

Component FEHM?

> none

Default Selected: FEHM Model set to "NONE"

Continue => Y Reenter => N

> y

NAME for component ID 2. Enter "/d" or "done" if finished.

> processor2

Symbolic failure rate?

> lambda2

Component FEHM?

> none

Default Selected: FEHM Model set to "NONE"

Continue => Y Reenter => N

> y

NAME for component ID 3. Enter "/d" or "done" if finished.

> processor3

Symbolic failure rate?

9



> lambda3

Component FEHM?

> none

Default Selected: FEHM Model set to "NONE"

Continue => Y Reenter => N

> y

NAME for component ID 4. Enter "/d" or "done" if finished.

> done

Fault Tree Description.

Enter "/d" or done" for gate/box entry, ? for dictionary,

or "/X" to correct input error.

Basic event node 1:

Component ID? * HARP associates an integer with each component *

* name shown in the modelname.dic file to simplify *

* the code and to simplify basic event specification *

> 1

Replication factor? * When basic events have the same failure rate symbol, *

* the specification of a replication factor greatly *

* simplifies the HARP created Markov chain model *

> 1

Summary: Basic event node 1: 1 of component 1

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/d" or done" for gate/box entry, ? for dictionary,

or "/X" to correct input error.

Basic event node 2:

Component ID?

> 2

Replication factor?

> 1

Summary: Basic event node 2: 1 of component 2

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/d" or done" for gate/box entry, ? for dictionary,

or "/X" to correct input error.
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Basic event node 3:

Component ID?

> 3

Replication factor?

> 1

Summary: Basic event node 3: 1 of component 3

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/d" or done" for gate/box entry, ? for dictionary,

or "/X" to correct input error.

Basic event node 4:

Component ID?

> done

Enter "/X" to correct input error, ? for help.

Node 4: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> and

Enter number of incoming arcs: * Specify the actual number of arcs, not *

* the replicated number, i.e., for *

* Replication factor =3, specify one arc *

> 3

Enter ID number of source node for arc 1: * Its a good idea to first *

* draw a sketch of the tree *

* labeling the nodes

* numerically,see fig. 12, *

* Users Guide, vol.1. *

> 1

Enter ID number of source node for arc 2:

> 2

Enter ID number of source node for arc 3:

> 3

SUMMARY: Node 4: TYPE AND , 3 INPUTS: 1 2 3

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/X" to correct input error, ? for help.
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Node 5: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> fbox

Enter ID number of source node for arc 1:

> 4

Summary: FBOX node 5: INPUT: 4

Continue => Y Reenter => N, (Default = Y)

> y

TRUNCATE the model after how many failures? * State truncation bounds, *

* see sec. 3.4.2, vol. 1 *

> 0

Default selected: no truncation.

Include state tuples as comments in .INT file? * tdrive will convert the *

* fault tree into an equi- *

* valent Markov chain. State *

* tuples identify each state *

> n

Default selected: No state tuple notation.

FT2MC: Converting fault tree to Markov chain . . .

FT2MC: Successful completion

8 internal Markov chain states generated

7 unique nonfailure states * 7 merged operational *

* states were formed *

3 failure states generated for HARP engine

Model information in file: 3PFT1.INT

Dictionary information in file: 3PFT1.DIC

3.1.2. �face Dialog for Fault Tree Model

The next step is to run �face. Its purpose is twofold: (1) �face puts the Markov chain into

the correct format needed by the HARP engine (a sparse matrix format with entries in column

order), and (2) �face adds any necessary coverage information. In this example, only the �rst

task is applicable because no FEHM's were speci�ed. The output �les of �face are 3PFT1.MAT,

which contains the matrix and 3PFT1.SYM, which contains symbolic information. These �les

are also in appendix A. The dialog is as follows:

$ fiface

HARP---Version 7.0, February 1993

Program FIFACE
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Modelname?

> 3pft1

Matrix and symbol table information in: 3PFT1.MAT * fiface created the *

* transition matrix , *

* see Users Guide, vol.1, *

* section 1.3 *

3.1.3. harpeng Dialog for Fault Tree Model Solution

Next, we run the engine harpeng to obtain the solution to the problem. The results are stored

in �le 3PFT1.RS1 and are given in appendix A. The dialog is as follows:

$ harpeng

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

----------- Release Version 7.0 --------------

------------- February 1993 ------------------

Use an echo file from a previous run as the input file? y/n ?

> no * An echo file is automatically written by *

* the execution of harpeng which contains *

* all the input data. This file may be *

* altered with a text editor for multiple *

* executions of harpeng when the model *

* configuration is unchanged *

Modelname ?

> 3pft1

Output files:

3PFT1.RS1 -- Reliability and state probabilities

3PFT1.PT1 -- Graphics information

----- WORKING -----

3PFT1.INP -- Input file or echo of input

Declare meaning for symbol LAMBDA1 ( "?" or "help" )

> 1

For constant failure rate: LAMBDA1

Nominal value?

> .001

(+/-) Variation? (Must be less than nominal. "?" will allow reentry. )

* Variation not asked in PC 16-bit HARP version *
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> 0

Declare meaning for symbol LAMBDA2 ( "?" or "help" )

> 1

For constant failure rate: LAMBDA2

Nominal value?

> .001

(+/-) Variation? (Must be less than nominal. "?" will allow reentry. )

* Variation not asked in PC 16-bit HARP version *

> 0

Declare meaning for symbol LAMBDA3 ( "?" or "help" )

> 1

For constant failure rate: LAMBDA3

Nominal value?

> .001

(+/-) Variation? (Must be less than nominal. "?" will allow reentry. )

* Variation not asked in PC 16-bit HARP version *

> 0

Redefine symbol(s) meanings or their values, or correct an error (y/n)?

> n

Mission time? (Hours):

> 10

Mission time reporting interval? (Hours):

> 10

Compute Parametric Bounds using SIMPLE Model? (y/n) ? no

* Bounds disallowed in PC 16-bit HARP version *

Calculating State Probabilities...

0 Reports from the GERK ODE solver. * The non-stiff ordinary *

* differential solver reports *

* any unusual long solutions *

Please select:

1: Scroll through the result file?

2: Solve same model with new mission time or near-coincident fault rates, etc.?

3: Redefine symbol(s) meaning(s) and re-run model?

4: Exit the program?

> 4
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3.2. Variation of Three-Processor System Fault Tree

In the previous example, �1 = �2 = �3 indicates that the processors are statistically identical
components. Because we are not concerned with which processor fails (merely with the fact that
a fault has occurred), we can lump the processors into a single basic event as demonstrated in
�gure 5(a). The notation 3 � 1 designates three replications of dictionary component type 1 (the
processors in this case). The tdrive program converts the fault tree to the Markov chain shown
in �gure 5(b). Notice that the number of states in the Markov chain is reduced from 10 in the
previous example to 4. State 3 represents the fully operational system. With failure rate 3 � �
(the coe�cient 3 is the number of processors available), the system makes a transition to state 2
where only two processors are available. Likewise, with rate 2 � � the system goes to state 1
with only one processor and �nally, the failure of the remaining processor with rate � brings the
system down.

(a) Fault tree with replicated events.

(b) Corresponding Markov chain.

Figure 5. Three-processor system.

Figure 6 shows which states are being merged in the Markov chain generated from the fault
tree of the previous example.

Figure 6. Merging of three-processorMarkov chain.
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The three program dialogs for the merged fault tree example are presented in the following

sections. As in the previous example, and for all subsequent examples, the output �les are listed

in appendix A.

3.2.1. tdrive Dialog for Input of Merged Fault Tree

$ tdrive

HARP---Version 7.0, February 1993

NASA Langley Research Center/Duke University

Program Tdrive

Defaults are Invoked by "CR", Inputs are Case Insensitive

Question? ( "?" or "help" )

FAULT TREE (F) or Markov Chain (M)?

> f

Modelname?

> 3pft2

NAME for component ID 1. Enter "/d" or "done" if finished.

> processor

Symbolic failure rate?

> lambda

Component FEHM?

> none

Default Selected: FEHM Model set to "NONE"

Continue => Y Reenter => N

> y

NAME for component ID 2. Enter "/d" or "done" if finished.

> done

Fault Tree Description.

Enter "/d" or done" for gate/box entry, ? for dictionary,

or "/X" to correct input error.

Basic event node 1:

Component ID?

> 1

Replication factor?

> 3

Summary: Basic event node 1: 3 of component 1

Continue => Y Reenter => N, (Default = Y)
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> y

Enter "/d" or done" for gate/box entry, ? for dictionary,

or "/X" to correct input error.

Basic event node 2:

Component ID?

> done

Enter "/X" to correct input error, ? for help.

Node 2: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> and

Enter number of incoming arcs:

> 1

Enter ID number of source node for arc 1:

> 1

SUMMARY: Node 2: TYPE AND , 1 INPUTS: 1

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/X" to correct input error, ? for help.

Node 3: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> fbox

Enter ID number of source node for arc 1:

> 2

Summary: FBOX node 3: INPUT: 2

Continue => Y Reenter => N, (Default = Y)

> y

TRUNCATE the model after how many failures?

> 0

Default selected: no truncation.

Include state tuples as comments in .INT file?

> n

Default selected: No state tuple notation.

FT2MC: Converting fault tree to Markov chain . . .

FT2MC: Successful completion

4 internal Markov chain states generated

3 unique nonfailure states

1 failure states generated for HARP engine

Model information in file: 3PFT2.INT

Dictionary information in file: 3PFT2.DIC
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3.2.2. �face Dialog for Merged Fault Tree Model

$ fiface

HARP---Version 7.0, February 1993

Program FIFACE

Modelname?

> 3pft2

Matrix and symbol table information in: 3PFT2.MAT

3.2.3. harpeng Dialog for Merged Fault Tree Solution

After executing harpeng, the user should compare the results �le 3PFT2.RS1 with the

previous example 3PFT1.RS1. As expected, the unreliability values for each are identical because

�1 = �2 = �3. By merging the states, the user can greatly reduce the size of the corresponding

Markov chain and make analysis much faster (and if the model is large, can even make an

otherwise intractable solution possible).

$ harpeng

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

-------------- February 1993 -----------------

Use an echo file from a previous run as the input file? y/n ?

> no

Modelname ?

> 3pft2

Output files:

3PFT2.RS1 -- Reliability and state probabilities

3PFT2.PT1 -- Graphics information

----- WORKING -----

3PFT2.INP -- Input file or echo of input

Declare meaning for symbol LAMBDA ( "?" or "help" )

> 1

For constant failure rate: LAMBDA

Nominal value?

> .001

(+/-) Variation? (Must be less than nominal. "?" will allow reentry. )

> 0

Redefine symbol(s) meanings or their values, or correct an error (y/n)?

> n
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Mission time? (Hours):

> 10

Mission time reporting interval? (Hours):

> 10

Compute Parametric Bounds using SIMPLE Model? (y/n) ? n

Calculating State Probabilities...

0 Reports from the GERK ODE solver.

Please select:

1: Scroll through the result file?

2: Solve same model with new mission time or near-coincident fault rates, etc.?

3: Redefine symbol(s) meaning(s) and re-run model?

4: Exit the program?

> 4

3.3. Three-Processor System Input as a Markov Chain

We now input the three-processor system as the Markov chain of �gure 7. The description of
the chain is given in the previous example. In program tdrive, the dictionary need not be entered

for Markov chains that do not have repair nor fault handling. (The dictionary must be entered

for a fault tree, a Markov chain with repair, or a Markov chain with coverage.) The program

�face is executed to create the sparse matrix data structure format needed by the HARP engine.

The engine, as before, is run to solve the model. Output �les are given in appendix A.

Figure 7. Three-processor system input as a Markov chain.

For the Markov chain input, the user is asked some di�erent questions than for the fault

tree input. When a fault tree is converted to a Markov chain in tdrive, the output is always

printed in ascending row-wise order with state names being positive integers. This output is

called SORTED output and is printed in the MODELNAME.INT �le. For Markov chain input,

the user has the choice of entering data in a SORTED or UNSORTED manner. If the entries

are UNSORTED, it means one of two things; either the state names are symbolic (STATE1, F1,

3P, etc.) or the entries are not in row-wise ascending integer order. Additionally, an instruction

is posted that tells the user that the �rst state listed must be the initial state of the system. If

this is not the case, the solution results can be incorrect. Next, the user is asked if the model is

to be solved AS IS. The AS IS option means that there are no fault/error handling models for

any of the components and only the FORM is to be solved.
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3.3.1. tdrive Dialog for Input of Three-Processor System

$ tdrive

HARP---Version 7.0, February 1993

NASA Langley Research Center/Duke University

Program Tdrive

Defaults are Invoked by "CR", Inputs are Case Insensitive

Question? ( "?" or "help" )

FAULT TREE (F) or Markov Chain (M)?

> mc

Modelname?

> 3pmc

Will any FEHMs be used? (y/n) ? n

Will state names be in row-wise order listed as ascending integers

beginning with 1? (i.e., no symbolic input for state names).

(y/n default = n ) ? n

The first state entered must be the initial state,i.e., for the

line -- S1 S2 RATE -- "S1" is the initial state.

Begin Markov chain entry with "read filename", or simply list

the transitions using the format: S1 S2 Rate expression

(Enter "/d" or "done", "?" or "help")

Begin:

> 3 2 3*lambda

> 2 1 2*lambda

> 1 F1 lambda

> done

Model information in file: 3PMC.INT

Dictionary information in file: 3PMC.DIC

3.3.2. �face Dialog for Three-Processor System

Now run the �face program as before. This time the user is asked whether the model has

repair (for this example, there is no repair). In addition, the user is asked whether any active

state probabilities are desired. Thus, the user can obtain the probabilities for any state, not just

the failure states (as in the fault tree, SORTED, input). After running �face, use a text editor

to compare the contents of the 3PFT2.MAT �le from this run with that of the previous example

(3PFT2.MAT from section 3.2). They are the same. It serves to reason that the results �les

(3PFT2.RS1) are also the same. Compare the results �les in appendix A. The harpeng run is

not listed here because it is identical to the previous run. The dialog is as follows:
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$ fiface

HARP---Version 7.0, February 1993

Program FIFACE

Modelname?

> 3pmc

Model is to be solved "as is".

Matrix and symbol table information in: 3PMC.MAT

Does this model have repair? - y/n:

> n

PLEASE NOTE: THE FIRST STATE IN THE .INT

FILE IS CONSIDERED THE INITIAL STATE OF THE MODEL.

Do you want to see the state probabilities for any active states?

This information is automatically printed for any failure states. (y/n)?

> n
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Chapter 4

Fault/ErrorHandlingModel (FEHM)

4.1. Full Model

Let us expand our three-processor example. (See �g. 7.) Each processor in states 3, 2, and 1

still fails at a constant rate �. However, upon processor failure, the system enters the Fault

Active state. (See �g. 8.) In this state, the system attempts to detect the fault with a constant

detection rate �. If the fault is detected with probability p, the faulty processor is removed and

the system enters the state with one fewer processor. Otherwise, if the fault goes undetected, it

propagates through the system causing system failure with probability 1� p. This single-point

failure state is recognized as state FSPF, which is a failure due to a single-point fault. If all

faults are detected, we eventually exhaust our supply of processors entering the failure state F1.

Figure 8. Three-processor systemwith active faults.

Next, we generalize and replace the Fault Active state shown in �gure 8 with a box, perhaps

containing many states, as shown in �gure 9. Each box contains the \fast" transitions of fault

recovery and hence is referred to as the FEHM. The FEHM captures in a few parameters the

sequence of events that occur within the system once a fault occurs. Its general structure is a

single-entry (up to) four-exit model, which is entered when a fault occurs. The exits represent

possible outcomes of the attempted system recovery. As demonstrated in �gure 9, the FEHM

can be inserted only between operational states.

Figure 9. Three-processor systemwith FEHM's inserted.

In general, what is inside the box may or may not be a single Markovian state, which is the

Fault Active state shown in �gure 8. It can be as simple or as complex as the user wants. For the

moment, it does not matter what is in this box. What is important is that we analyze the FEHM

to determine the probability of successful permanent coverage|that is, detecting the fault and

recon�guring with one fewer processor. Accordingly, with the complementary probability, the
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system fails. The path taken in the case of a successful recon�guration is the C exit from the
FEHM and the path to system failure is the S exit. For this example, the contents of the FEHM

are represented by the Fault Active state of �gure 8. The structure of the FEHM for this example

is shown in �gure 10.

Figure 10. Partial structure of HARP FEHM.

As shown in �gure 11, the FEHM box has been reduced to a branch point. The parameter c

(in this case, c = p) represents the probability of successful detection and recon�guration. The

complementary probability parameter leading to state FSPF is denoted by an s (in this case,

s = 1� p). The overall model that is solved to predict the reliability of the system is shown in

�gure 12.

Figure 11. Replacing FEHM's by a branch point.

Figure 12. Instantaneous jump model of three-processor system.

4.2. Development of Instantaneous JumpModel

The reduction from the full model of �gure 8 to the instantaneous jump model of �gure 12

is the general procedure HARP uses to solve large and sti� models. Models, such as �gure 8,

with many orders of magnitude between the slowest and fastest rates are called sti� systems.
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We separate the system along temporal lines (with respect to occurrence times) according to the
relative magnitude of the state transition rates. The states representing failures (slow transitions)
are grouped into the FORM and the fast recovery states are grouped into the FEHM (also
referred to as the coverage model). This is the concept of behavioral decomposition (refs. 6
and 7). The FEHM is solved in isolation, reduced to a branch point, and inserted into the
FORM, as shown in the example.

Behavioral decomposition is used not only for model solution but also for model speci�cation.
The user enters the FORM and FEHM separately and thus is shielded from specifying a huge
overall model. Note that the combined model, like that of �gure 8, which is both sti� and
potentially large, is never constructed by the user nor generated by HARP. The solution is
designed to use a good decomposition approximation so that a small nonsti� model is solved
rather than a large sti� model. This largeness avoidance technique is the basis of HARP.

The user should ensure that adequate separation (at least two orders of magnitude) occurs
between the parameters in the FORM and FEHM models. Otherwise, the results produced by
HARP can produce an unacceptable conservative result. In the event such a condition results,
HARP issues a warning message to that e�ect. The degree of acceptable conservative error is
a function of the �delity of the model, the accuracy of the input data (which is typically in
error by at least one order of magnitude), user requirements, and other less important factors.
Engineering judgment is the prime consideration when any modeling data are accepted.

24



Chapter 5

ModelingPermanentFaults

Assume that the boxes in �gure 9 now represent a subset of the CARE III single fault

model (ref. 8) to demonstrate the idea of permanent faults. A fault is permanent if its faulty

manifestation persists for a long time. The time period is relative to the criticality of the

application, so for a 
ight control application, a long time would be on the order of tenths of a

second. For a system such as that shown in �gure 9, the best action upon detecting a processor

with a permanent fault is to discard the processor. Thus, the system survives and functions

with one less processor. A portion of the CARE III model is shown in �gure 13.

Detected Permanent
Fault

PA = 1.0

q * ε

ρ

δ

(1 – q) * ε

FAIL

Active
Error

Active
Fault

C

S

Figure 13. Portion of CARE III single fault model.

The fault is detected with constant rate �. Once detected, the system removes the faulty

unit and continues processing. Before detection, the fault can produce an error with constant

rate �. Should the error be detected with probability q, the presence of the fault is recognized

and recovery can still occur. This partial CARE model assumes that once detected, the fault is

covered all the time. This assumption is demonstrated by the parameter PA. Should the error

not be detected, it propagates through the system model and causes system failure. This system

failure is a conservative modeling assumption and is made to simplify the model because these

failure conditions are typically improbable. The Permanent Fault state represents the C exit

from the FEHM leading to a degraded state, and the FAIL state corresponds to the S exit

leading to the FSPF state.

For this example the FEHM probabilities (ref. 7), when replaced by a branch point, are

c =
�

� + �
+

�

� + �
q

(probability that we take the path from the Active Fault state directly to the Detected state

multiplied by PA) + (probability of taking the path to Active Error multiplied by the probability

of going from Active Error to Detected multiplied by PA) and

s =
�

� + �
(1� q)
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(probability of taking path from Active Fault state to Active Error state multiplied by the
probability of going from Active Error to FAIL state). However, the HARP user does not

have to calculate these coverage factors; they are automatically computed by HARP based on

user-speci�ed parameters.

Using tdrive to input this example in HARP, we specify the fault tree or Markov chain as

in previous examples. However, we now enter the FEHM model in the dictionary. We present

this example as a fault tree; however it can just as simply be entered as a Markov chain. (See
section 3.3.) As previously noted, the *.DIC, *.TXT, *.INT, *.MAT, *.SYM, and *.RS1 �les

are given in appendix A.

5.1. tdriveDialog for Input of CARE III Permanent Single Fault
Model

$ tdrive

HARP---Version 7.0, February 1993

NASA Langley Research Center/Duke University

Program Tdrive

Defaults are Invoked by "CR", Inputs are Case Insensitive

Question? ( "?" or "help" )

FAULT TREE (F) or Markov Chain (M)?

> f

Modelname?

> 3pcare1

NAME for component ID 1. Enter "/d" or "done" if finished.

> processor

Symbolic failure rate?

> lambda

Component FEHM?

> care

FEHM filename?

> care1.fhm

File CARE1.FHM does not currently exist

Create now? (y/n) ? y

****************************************

* CARE III SINGLE FAULT MODEL (MARKOV) *

****************************************

All time parameters should be given in terms of HOURS. If you need help

or additional information, type "HELP" when prompted.

Permanent fault probability?
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> 1

Enter the permanent fault model parameters (alpha and beta are both zero,

as is PB):

Delta? (rate - events/hour)

> 360

Epsilon? (rate - events/hour)

> 3600

Rho? (rate - events/hour)

> 180

PA? (0 <= PA <= 1):

> 1.0

Q? (0 <= Q <= 1):

> .999

FEHM information for this component is stored in file CARE1.FHM

Continue => Y Reenter => N

> y

NAME for component ID 2. Enter "/d" or "done" if finished.

> done

Define interfering component types for near-coincident faults? (Y/N)?

> no

[Not asked in PC 16-bit HARP version.

It's significance is explained in the

section on near-coincident faults.]

Fault Tree Description.

Enter "/d" or done" for gate/box entry, ? for dictionary,

or "/X" to correct input error.

Basic event node 1:

Component ID?

> 1

Replication factor?

> 3

Summary: Basic event node 1: 3 of component 1

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/d" or done" for gate/box entry, ? for dictionary,
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or "/X" to correct input error.

Basic event node 2:

Component ID?

> done

Enter "/X" to correct input error, ? for help.

Node 2: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> and

Enter number of incoming arcs:

> 1

Enter ID number of source node for arc 1:

> 1

SUMMARY: Node 2: TYPE AND , 1 INPUTS: 1

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/X" to correct input error, ? for help.

Node 3: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> fbox

Enter ID number of source node for arc 1:

> 2

Summary: FBOX node 3: INPUT: 2

Continue => Y Reenter => N, (Default = Y)

> y

TRUNCATE the model after how many failures?

> 0

Default selected: no truncation.

Include state tuples as comments in .INT file?

> n

Default selected: No state tuple notation.

FT2MC: Converting fault tree to Markov chain . . .

FT2MC: Successful completion

4 internal Markov chain states generated

3 unique nonfailure states

1 failure states generated for HARP engine
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Model information in file: 3PCARE1.INT

Dictionary information in file: 3PCARE1.DIC

5.2. �faceDialog for CARE III Permanent Single Fault Model

$ fiface

HARP---Version 7.0, February 1993

Program FIFACE

Modelname?

> 3pcare1

Matrix and symbol table information in: 3PCARE1.MAT

Which near-coincident fault rate files are to be created?

Enter:

N for NONE (ignore near-coincident faults)

A for ALL (all near-coincident faults are fatal)

S for SAMe (only faults of same type interfere)

U for USeR defined interfering component types

You can type combinations like AU, ASU, SA etc.

Combinations of "N" with A, U or S are not allowed.

[Not asked in PC 16-bit HARP version.

It's significance is explained in the

section on near-coincident faults.]

> no

Not creating any near-coincident fault rate files.

5.3. harpengDialog for Solution of CARE III Permanent Single
Fault Model

$ harpeng

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

-------------- February 1993 -----------------

Use an echo file from a previous run as the input file? y/n ?

> no

Modelname ?

> 3pcare1

Output files:
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3PCARE1.RS1 -- Reliability and state probabilities

3PCARE1.PT1 -- Graphics information

----- WORKING -----

3PCARE1.INP -- Input file or echo of input

Declare meaning for symbol LAMBDA ( "?" or "help" )

> 1

For constant failure rate: LAMBDA

Nominal value?

> 0.001

(+/-) Variation? (Must be less than nominal. "?" will allow reentry. )

> 0

Redefine symbol(s) meanings or their values, or correct an error (y/n)?

> no

Mission time? (Hours):

> 10

Mission time reporting interval? (Hours):

> 10

Calculating State Probabilities...

There were 0 Warnings from the GERK ODE solver.

Please select:

1: Scroll through the result file

2: Solve same model with new mission time or near-coincident fault rates, etc.

3: Redefine symbol(s) meaning(s) and re-run model

4: Exit the program.

> 4
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Chapter 6

ModelingTransientFaultsand
TransientRecovery

Until now, we have assumed that the only faults to be modeled are permanent. However,

certain faults can be temporary in nature and not cause permanent physical damage but still

result in software errors. These faults are called transient faults and the e�ect on the FORM

of such faults is represented in �gure 14 as the transient restoration transition. Once a fault

is diagnosed as transient and recovery from such a fault is successful, the system returns to an

operational mode without recon�guring the system, that is, a hardware module is not removed

from the system. Transient faults can be modeled by using the Direct ARIES, CARE III,

and ESPN FEHM's. These models allow the user to model speci�c system behaviors resulting

from the occurrence of transient faults. The particular choice of FEHM depends on the system

application and its susceptibility to transients. The other FEHM's, the probability and moments,

probability and distributions, and probability and empirical data, can also be used to account

for transient faults, but no FEHM modeling detail is allowed.

Figure 14. Partial structure of HARP FEHM.

The incorporation of transient faults in our three-processor example is shown in �gure 15.

While this �gure appears similar to �gure 9, the boxes now show a transition back to the state

from which the box was entered, corresponding to transient restoration.

Figure 15. Three-processor systemwith FEHM's showing the C, S, and R exits.
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6.1. Direct Coverage Values Model

If the user chooses, the coverage values can be input directly either in the �face program or

the harpeng program. In this case the FEHM type is VALUES. When prompted for the FEHM

type in program tdrive, the user should respond with the keyword VALUES. No input �le is

used; instead, in �face the user is given the option of entering the speci�c values for C and R.

If they are not entered in �face, they are requested in harpeng. The value for S is calculated as

(1� C �R).

6.2. ARIES Transient Recovery Model

To demonstrate the modeling of transient faults, assume the boxes in �gure 15 now represent

the ARIES model (ref. 9). (See �g. 16.) ARIES is a phased recovery model that allows the user

to specify how many phases comprise the recovery procedure.

Fault
Occurs

Phase
1

Phase
NP

Permanent
Fault

Recovery

Normal
Processing

System
Crash

PE1 = CR

PE2
PENP

PENP+1
PRNP

PRiPFi

PF1 PR1
PFNP

(1-CR)

S

R

C

Figure 16. ARIES transient fault recovery model.

In each phase of the recovery, the duration of which is constant, the system attempts

recovery. If successful, the system returns to the Normal Processing state without discarding

any components. If the recovery in a particular phase is unsuccessful, the next phase attempts

to locate and recover from the fault. If all phases are ine�ective, the fault is assumed to be

permanent. We discard the faulty component and continue running with one fewer component

(provided that we still have enough to leave the system operational). If the fault is a critical
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one from which the system as a whole cannot recover, the System Crash state is entered by
the transition arc labeled (with probability) 1� CR. This state represents the S exit from the
FEHM and the \Permanent Fault Recovery" state represents the C exit. The transient faults,
leaving the FEHM via exit R, are realized by state Normal Processing.

The exit probability calculations8 for the ARIES model are as follows:

c =(PENP+1)(cov)

s =(1� CR)+(PENP+1)(1� cov)+

NPX
i=1

PFi

r =

NPX
i=1

PRi

where

PFi = PEi

�
1� exp��Ti

�

These calculations are performed by the HARP program and not by the user. The user-input
data for the ARIES model are delineated in the following example as annotations enclosed in
square brackets. For this example, we provide only the coverage model input. Like the previous
example, the model is input in program tdrive. Because the output �les from tdrive and �face are
similar to previous runs, the harpeng output �le 3PARIES1.RS1 and the FEHM �le ARIES.FHM
are listed in appendix A.

6.3. tdriveDialog for Input of ARIESModel

****************************************

* ARIES TRANSIENT FAULT RECOVERY MODEL *

****************************************

Enter number of recovery phases (int, max 10): [NP]

> 3

Transient fault probability?

> .9

Transient fault mean duration? (in seconds):

> .005

Catastrophic fault probability, given that a fault occurs? [1-CR]

> .001

Duration of each recovery phase? (seconds): [Ti, deterministic time,

conservative assumption]

Phase 1:

> .8

8 Parameter cov is an enhancement to the original ARIES FEHMmodel in recognition that after the system determines

the fault is permanent, some recovery action is necessary. The success of that action is speci�ed by cov, a probability.
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Phase 2:

> .2

Phase 3:

> .1

Recovery effectiveness probability of each phase? [PR(i)]

Phase 1:

> .8

Phase 2:

> .7

Phase 3:

> .5

Failure rate of the recovery system hardware (in seconds): [�]

0.0

Coverage of permanent fault recovery procedure: (probability) [cov]

> .85

FEHM information for this component is stored in file ARIES.FHM

6.4. CARE III Transient Single Fault Model

The CARE III single fault model can be expanded to model transient and intermittent
faults. As �gure 17 shows, permanent faults are still modeled in the same manner as
previously described, with � = � = PB = 0. (The user is never permitted to enter these default
parameters.) For the transient model, the fault can now be either active or benign. Once
the fault enters the Benign Fault state, it is assumed to have disappeared before the system
experienced any adverse e�ects (� = 0). The disappearance of the transient signi�es that the
FEHM exit R is being taken. Again, in the Active Error state, the transient can go benign.
If the error is detected (with probability q), the faulty element is removed from service with
probability PB.

With the complementary probability, the fault is assumed to be transient and the element
is returned to service without recon�guring the system. If the error is detected from the
Active Error state, the faulty element is removed from service with probability PA. With the
complementary probability, we remain in the FEHM because the fault is still present. Note, the
two Detected states and the Benign state (for the transient model) are instantaneous states, as
denoted by the dotted transitions leaving them. By setting � > 0 and � > 0, we can also model
intermittent faults. (See the following section.)

The next section lists the dialog for the input of the coverage model in program tdrive: The
FEHM �le 3PCARE2.FHM and the harpeng output �le 3PCARE2.RS1 are listed in appendix A.
Using the CARE FEHM example to model transient faults, we let the parameter � be large in
relation to the values of � and �. Once again, the calculation of the exit probabilities C, R, and S
is performed automatically by HARP, and each occurrence of the CARE III FEHM is replaced
by a three-way branch point.
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Figure 17. Complete CARE III single faultmodel.

6.5. tdriveDialog for Input of CARE III Transient Single Fault
Model

****************************************

* CARE III SINGLE FAULT MODEL (MARKOV) *

****************************************

All time parameters should be given in terms of HOURS. If you need help

or additional information, type "HELP" when prompted.

Permanent fault probability?

> 0

Intermittent fault probability?

> 0

Transient fault probability is: 1.0000000000000

Enter the transient fault model parameters

(alpha is positive but beta is zero):

Alpha? (rate - events/hour)

> 36000

Delta? (rate - events/hour)
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> 360

Epsilon? (rate - events/hour)

> 3600

Rho? (rate - events/hour)

> 180

PA? (0 <= PA <= 1):

> .5

PB? (0 <= PB <= 1):

> .5

Q? (0 <= Q <= 1):

> .9

FEHM information for this component is stored in file CARE2.FHM
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Chapter 7

IntermittentFaults inCoverageModel

7.1. Overview

A third class of faults known as intermittent faults can be modeled. These faults are

particularly insidious as they are always present but not always active. In the active state,

the intermittent fault causes the system to operate incorrectly; however, in the benign state, the

intermittent fault does not a�ect the operation of the system. The fault can switch between the

active and benign states at any time (� > 0 and � > 0). The FEHM model, like in the transient

case, has the C, S, and R exits. (See �g. 14.) The C exit is used when the intermittent is treated

as a permanent fault, the S exit is used when the fault has produced an error from which the

system cannot recover, and the R exit is used when the intermittent is treated as a transient.

(That is, the time between activations of the intermittent fault can be long and results in the

incorrect assumption that the fault is a transient.)

The CARE III single fault model again provides us a good example for which we provide

the coverage model input. In previous examples demonstrating the CARE III FEHM model,

we stated that the particular fault type that we are modeling is going to occur 100 percent of

the time; that is, the model is the permanent fault. This model is selected when answering the

following questions:

"A Fault is Permanent with what probability? "

"A Fault is Intermittent with what probability? "

For the permanent model, we responded 1.0 to the �rst question, and for the transient model,

we responded 0.0 to both questions (thus making the transient model a default of 1.0). Rather

than determining that only one type of fault is likely, perhaps we have studied our system and

found that all three fault types are possible. We can re
ect this in our model during the input.

As in the previous two examples, the FEHM �le 3PCARE3.FHM and the harpeng output �le

3PCARE3.RS1 are given in appendix A.

7.2. tdriveDialog for CARE III Intermittent Single Fault Model

****************************************

* CARE III SINGLE FAULT MODEL (MARKOV) *

****************************************

All time parameters should be given in terms of HOURS. If you need help

or additional information, type "HELP" when prompted.

Permanent fault probability?

> .2

Intermittent fault probability?

> .2

Transient fault probability is: 0.60000000000000
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Enter the permanent fault model parameters (alpha and beta are both zero,

as is PB):

Delta? (rate - events/hour)

> 300

Epsilon? (rate - events/hour)

> 3600

Rho? (rate - events/hour)

> 240

PA? (0 <= PA <= 1):

> 1

Q? (0 <= Q <= 1):

> .999

Enter the intermittent fault model parameters:

Alpha? (rate - events/hour)

> 2100

Beta? (rate - events/hour)

> 3000

Delta? (rate - events/hour)

> 360

Epsilon? (rate - events/hour)

> 3600

Rho? (rate - events/hour)

> 180

PA? (0 <= PA <= 1):

> .9

PB? (0 <= PB <= 1):

> .1

Q? (0 <= Q <= 1):

> .999

Enter the transient fault model parameters

(alpha is positive but beta is zero):

Alpha? (rate - events/hour)

> 36000

Delta? (rate - events/hour)

> 180
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Epsilon? (rate - events/hour)

> 3600

Rho? (rate - events/hour)

> 180

PA? (0 <= PA <= 1):

> .5

PB? (0 <= PB <= 1):

> .5

Q? (0 <= Q <= 1):

> .999

FEHM information for this component is stored in file CARE3.FHM
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Chapter 8

ESPNFEHM

One additional coverage model is available to the user, an Extended Stochastic Petri Net
(ESPN). (See refs. 10 to 13.) As shown in �gure 18, this FEHM models three aspects of a fault
recovery process: physical fault behavior, transient recovery, and permanent recovery.

Fault
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Figure 18. HARP ESPN single fault model.
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The fault behavior model captures the physical status of the fault, such as whether the fault
is active or benign (if permanent or intermittent), or whether the fault still exists (if transient).

Once the fault is detected, it is temporarily assumed to be transient, and an appropriate recovery

procedure can commence. The transient recovery procedure can be attempted more than once.

If the detection/recovery cycle is repeated too many times, a permanent recovery procedure

(recon�guration) is invoked. If the recon�guration is successful, the system is again operating

correctly, although in a somewhat degraded state.

8.1. ESPN Speci�cation

The inherent concurrency between the actual fault behavior and the system's fault/error

handling behavior can be captured e�ectively in terms of an ESPN (ref. 14). Recall the

composition of a Petri net (PN) bipartite graph: (ref. 15) a set of places P (drawn as circles), a

set of transitions T (drawn as bars), and a set of directed arcs A, which connect transitions to

places or places to transitions. Places can contain tokens9 (drawn as dots). The state of a PN,

called the PN marking, is de�ned by the number of tokens contained in each place.

A place is an input to a transition when an arc exists from the place to the transition, and

a place is an output from a transition when an arc exists from the transition to the place. A

transition is enabled when each of its input places contains at least one token. Enabled transitions

can �re, by removing one token from each input place and placing one token in each output place.

Thus, the �ring of a transition causes a change of state (produces a di�erent marking) for the

PN.

A Stochastic Petri Net (ref. 16) is obtained by associating with each transition a so-called

�ring time. Once a transition is enabled, an exponentially distributed amount of time elapses.

If the transition is still enabled, it then �res. A Generalized Stochastic Petri Net (ref. 17) allows

immediate (zero �ring time) as well as timed transitions. Immediate transitions are drawn as

thin bars, timed transitions as thick bars.

An ESPN allows �ring times to belong to an arbitrary distribution. Some other extensions

to Petri nets are considered here. An inhibitor arc from a place to a transition has a small

circle rather than an arrowhead at the transition. The �ring rule is changed as follows. A

transition is enabled when tokens are present in all of its (normal) input places and no tokens

are present in the inhibited input places. When the transition �res, the tokens are removed from

the normal input places and deposited in the output places as usual, but the number of tokens

in the inhibited input place remains zero.

A probabilistic arc from a transition to a set of output places deposits a token in one (and

only one) of the places in the set. The choice of which place receives the token is determined by

the probability labels on each branch of the arc.

A counter arc from a place to a transition is labeled with an integer value k. This the integer

value changes the �ring rule such that a transition is enabled when tokens are present in all of

its (normal) input places and at least k tokens are present in the counter input place. When the

transition �res, one token is removed from each normal input place, while k tokens are removed

from the counter input place. Associated with a particular counter arc can be a counter alternate

arc, which enables an alternate transition when the count is between 1 and k � 1, inclusive. The

alternate transition can �re each time a token is deposited in the counter input place until

k tokens are present. The count remains unchanged by the �ring of the alternate transition

because it removes no token from the counter input place. A counter alternate arc is labeled

with a �k. Neither the counter arc nor the counter alternate arc are true extensions to Petri

9 A token is a marker that designates 
ow of model processes.
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nets, as both can be realized by a cascade of normal places and transitions. Rather, the arcs are
useful shorthand notations for such a cascade.

8.2. ESPN Model in HARP

When a fault occurs in the system, a token is deposited in the place labeled Fault. This

token enables the transition T1. The transition �res immediately, thus removing a token from the

input place. Depending upon whether the fault is permanent, intermittent, or transient, a token

is then deposited in place Permanent, Active Intermittent, or Transient, with probability p,

i, or t, respectively. (These probabilities are user-input values.) Simultaneously, a token is

deposited in place Fault Exists, which represents the presence of an as yet undetected fault. If

the fault is permanent, the token remains in the Permanent place until the model is exited. If

the fault is intermittent, the token that was deposited in Active Intermittent circulates between

places Active Intermittent and Benign Intermittent, thus representing the oscillation of the

fault between the active and benign states. If the fault is transient, eventually the token

that was deposited in place Transient is passed to place Transient Gone, which represents the

disappearance of the fault. Note that if a token exists in both places Transient Gone and Fault

Exists, transition T5 can �re. This condition represents a transient fault that disappears before

its presence is felt.

While the fault is active and still exists (i.e., a token exists in place Fault Exists and no

token in either places Benign Intermittent or Transient Gone), two things can happen: an error

can be produced or the fault can be detected directly. These two events are represented by

transitions T6 and T7, respectively. If the self-test procedure is run while the fault is active,

then the fault is detected with probability d. Once an error is produced, it is detected with

probability q, or it propagates through the system and causes a system failure.

Once the fault is detected, a token is deposited in place Counter, which serves as a counter for

the number of times transient recovery has been attempted. As long as fewer than k tokens are

in place Counter, transient recovery can begin. When recovery is completed, the fault can still
exist, and the detection/recovery cycle can repeat. If recovery is completed and the transient

fault is gone, T5 �res, and the system is once again functioning correctly. If the recovery has

completed and the intermittent fault has become benign, transitions T6 and T7 wait for the

fault to become active again before they are enabled.

If the fault is detected too often (more than k times), the fault is then assumed to be

permanent in nature, and no automatic recovery process begins. This condition is modeled by the

accumulation of k tokens in place Counter. Once k tokens are present, transition T11 is disabled

(transient recovery procedures are inhibited) and transition T12 is enabled (permanent recovery

procedures begin). Once the fault is determined to be permanent, a diagnostic procedure is

invoked to isolate the faulty unit; this condition is represented by a token in place Locate.

The diagnostic procedure is successful with probability l. If the faulted unit is isolated,

the system attempts automatic recon�guration, which is represented by place Recon�gure.

Recon�guration is successful with probability r and the token is passed to place Permanent

Coverage, which represents the system again operating correctly, although performance can be

somewhat degraded.

The user input to this submodel are the distributions of times for each transition, and the

probabilities of correct error detection q, fault detection d, fault location l, and recon�guration r.

(Note that the distributions need not be exponential.) The user must also provide the number

of attempts at transient recovery k � 1, the percentage of faults that are permanent p, the

percentage of faults that are transient t, and, since this model is simulated for solution the

con�dence level and percent error desired. The distributions available are constant, k-stage
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Erlang, exponential, gamma, log-normal, normal, Rayleigh, uniform, and Weibull. For more
information on any of these distributions, see reference 18.

This FEHM is the only model that is simulated for solution. During the simulation, a

statistical analysis of the simulation data is performed. The con�dence intervals about the exit
probabilities are generated for the R and C exits and are compared with the allowable error.

The S exit data is determined to be S = 1� R� C . If the con�dence interval is too wide, the

number of trials is increased (by a factor of 2). When the simulation has reached the desired

accuracy, the results are appended to the parameter �le. The ESPN simulator uses a random

number generator whose seed is linked to the host system clock. Thus, model state probabilities

change with each new execution of HARP, even when the same input data are used. The user

cannot replicate the results for the following example, which is listed in the appendix, unless the

random number seed is set. (See vol. 1 of this TP.)

For this model, the coverage factor R is the probability of a token reaching the place labeled

\Transient Restoration"; C is the probability of a token reaching the place labeled \Permanent

Coverage"; and S is the probability of a token reaching the place labeled \Single Point Failure."

The fourth factor, N is derived from the relative passage time to the three exits, as has been

described previously.

To demonstrate the use of the ESPN model, the three-processor, two-bus system is used.

The FORM input is left to the reader (either as a fault tree or a Markov chain) and the output

�les are listed in the appendix. For this example the harpeng program is run four times utilizing

the four di�erent near-coincident fault type options. The results for the four runs are recorded

in the �les with extensions .RS1, .RS2, .RS3, and .RS4. Like our �rst examples, the complete

program runs are listed along with a sample input ESPN model. The ESPN parameter �le is

printed twice in appendix A|both before and after the solution program is run. The simulation

results obtained during the execution of harpeng are printed directly in the parameter �le. In

this way, unless the input parameters change, the simulation is not run again.

8.2.1. tdrive Dialog for ESPN Model

$ tdrive

HARP---Version 7.0, February 1993

NASA Langley Research Center/Duke University

Program Tdrive

Defaults are Invoked by "CR", Inputs are Case Insensitive

Question? ( "?" or "help" )

FAULT TREE (F) or Markov Chain (M)?

> f

Modelname?

> 3p2b

NAME for component ID 1. Enter "/d" or "done" if finished.

> processor

Symbolic failure rate?

> lambda

Component FEHM?
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> espn

FEHM filename?

> espn.fhm

File ESPN.FHM does not currently exist

Create now? (y/n) ? y

************************************

* HARP ESPN COVERAGE MODEL *

************************************

All times are in units of SECONDS

Transition numbers refer to ESPN figure in manual

Active to benign transition distribution? (T3)

Distribution type:

> help

Valid dists are:

uniform

exponential

Weibull

normal

Rayleigh

log Normal

Erlang (k-stage Erlang)

constant value

please try again

Distribution type:

> unif

Lower limit (seconds):

> 0

Upper limit (seconds):

> 1

Transient fault lifetime distribution? (T4)

Distribution type:

> exp

lambda (rate parameter, events/second):

> 100

Benign to active transition distribution? (T2)
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Distribution type:

> unif

Lower limit (seconds):

> 0

Upper limit (seconds):

> .5

Detect transition distribution (self-test)? (T7)

Distribution type:

> unif

Lower limit (seconds):

> 0

Upper limit (seconds):

> .4

Fraction of faults detected (d)?

> .9

Production of errors distribution? (T6)

Distribution type:

> weibull

Scale parameter (rate, events/second):

> 10

Shape parameter? (alpha)

> 2.5

Error propagation or detection distribution? (T9)

Distribution type:

> weib

Scale parameter (rate, events/second):

> 50

Shape parameter? (alpha)

> .25

Fraction of errors detected? (q)

> .9

Transient recovery attempts? (k-1)

> 5

Transient recovery distribution? (T8)

Distribution type:
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> erlang

Rate parameter (events/second):

> 100

Number of stages (positive integer):

> 2

Fraction of isolated detected faults? (l)

> .9

Isolation time distribution? (T13)

Distribution type:

> normal

Mean (seconds):

> 4

Standard deviation (seconds):

> 1

Fraction of successful reconfigurations? (r)

> .9

Reconfiguration time distribution? (T14)

Distribution type:

> normal

Mean (seconds):

> 1

Standard deviation (seconds):

> .5

Fraction of transient faults? (t)

> .5

Fraction of permanent faults? (p)

> .4

Confidence level? (choose from 60,65,70,75,80,85,90,95,98,

-- suggested value is 95)

> 90

Percent error tolerated in the exit probabilities? (integer value --

suggest value between 2 and 5)

> 10

FEHM information for this component is stored in file ESPN.FHM

Continue => Y Reenter => N
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> y

NAME for component ID 2. Enter "/d" or "done" if finished.

> bus

Symbolic failure rate?

> mu

Component FEHM?

> values

Continue => Y Reenter => N

> y

NAME for component ID 3. Enter "/d" or "done" if finished.

> done

Define interfering component types for near-coincident faults? (Y/N)?

> y

1 PROCESSOR LAMBDA ESPN.FHM

2 BUS MU VALUES

When prompted for each component,enter the number of each dictionary ID

that is an interfering component type.

Separate entries by commas, i.e., 1,2.

Type "ALL" to specify all components.

Type "NONE" to specify no components.

Type "?" or"HELP" to see the dictionary again.

What components will cause the PROCESSOR to fail

> 2

Fault Tree Description.

Enter "/d" or done" for gate/box entry, ? for dictionary,

or "/X" to correct input error.

Basic event node 1:

Component ID?

> 1

Replication factor?

> 3

Summary: Basic event node 1: 3 of component 1

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/d" or done" for gate/box entry, ? for dictionary,
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or "/X" to correct input error.

Basic event node 2:

Component ID?

> 2

Replication factor?

> 2

Summary: Basic event node 2: 2 of component 2

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/d" or done" for gate/box entry, ? for dictionary,

or "/X" to correct input error.

Basic event node 3:

Component ID?

> done

Enter "/X" to correct input error, ? for help.

Node 3: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> and

Enter number of incoming arcs: * Since replication = 3 *

* was specified, only 1 *

> 1 * arc is given here. *

Enter ID number of source node for arc 1:

> 1

SUMMARY: Node 3: TYPE AND , 1 INPUTS: 1

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/X" to correct input error, ? for help.

Node 4: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> and

Enter number of incoming arcs: * See note directly above *

> 1

Enter ID number of source node for arc 1:

> 2

SUMMARY: Node 4: TYPE AND , 1 INPUTS: 2
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Continue => Y Reenter => N, (Default = Y)

> y

Enter "/X" to correct input error, ? for help.

Node 5: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> or

Enter number of incoming arcs:

> 2

Enter ID number of source node for arc 1:

> 3

Enter ID number of source node for arc 2:

> 4

SUMMARY: Node 5: TYPE OR , 2 INPUTS: 3 4

Continue => Y Reenter => N, (Default = Y)

> y

Enter "/X" to correct input error, ? for help.

Node 6: Gate or Box or Fbox (Enter "FBOX" as last node)

Enter gate type:

> fbox

Enter ID number of source node for arc 1:

> 5

Summary: FBOX node 6: INPUT: 5

Continue => Y Reenter => N, (Default = Y)

> y

TRUNCATE the model after how many failures?

> 0

Default selected: no truncation.

Include state tuples as comments in .INT file?

> n

Default selected: No state tuple notation.

FT2MC: Converting fault tree to Markov chain . . .

FT2MC: Successful completion

11 internal Markov chain states generated

6 unique nonfailure states

2 failure states generated for HARP engine

Model information in file: 3P2B.INT

Dictionary information in file: 3P2B.DIC
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8.2.2. �face Dialog for ESPN Model

$ fiface

HARP - Version 7.0, February 1993

Program FIFACE

Modelname?

> 3p2b

Matrix and symbol table information in: 3P2B.MAT

Which near-coincident fault rate files are to be created?

Enter:

N for NONE (ignore near-coincident faults)

A for ALL (all near-coincident faults are fatal)

S for SAMe (only faults of same type interfere)

U for USeR defined interfering component types

You can type combinations like AU, ASU, SA etc. *If more than one multi- *

Combinations of "N" with A, U or S are not allowed.*fault model is required *

*when multiple harpeng *

*executions are made, *

*specify them here. fiface*

> asu *will create .ALL,.SAM, *

*or .USR files for harpeng*

Enter probabilities now for component with failure rate MU? (y/n) ?

> y

The upper bounds of C and R and lower bounds of S and N should add to one.

The lower bounds of C and R and upper bounds of S and N should add to one.

Also the nominal values of C, N, R, S should add to 1.

Probability of C2 ?

> .5

Variation?

> 0

Probability of R2 ?

> .3

Variation?

> 0

Probability of S2 ?

> .2

Variation?

> 0

Probability of N calculated to be: 0.000000

Variation of N calculated to be: 0.000000
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8.2.3. harpeng Dialog for ESPN Model

$ harpeng

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

-------------- February 1993 -----------------

Use an echo file from a previous run as the input file? y/n ?

> no

Modelname ?

> 3p2b

Output files:

3P2B.RS1 -- Reliability and state probabilities

3P2B.PT1 -- Graphics information

----- WORKING -----

3P2B.INP -- Input file or echo of input

Choose the near-coincident fault rate to be used

for the coverage factor calculations.

1: NONE (ignore near-coincident faults).

2: ALL-inclusive (all near-coincident faults are fatal)

3: SAMe-component (only faults of same type interfere).

4: Interfering component types (USeR-defined types).

> 1

Declare meaning for symbol LAMBDA ( "?" or "help" )

> 1

For constant failure rate: LAMBDA

Nominal value?

> .5e-2

(+/-) Variation? (Must be less than nominal. "?" will allow reentry. )

> 0

Declare meaning for symbol MU ( "?" or "help" )

> 1

For constant failure rate: MU

Nominal value?

> .5e-1

(+/-) Variation? (Must be less than nominal. "?" will allow reentry. )
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> 0

Redefine symbol(s) meanings or their values, or correct an error (y/n)?

> n

Mission time? (Hours):

> 10

Mission time reporting interval? (Hours):

> 10

Compute Parametric Bounds using SIMPLE Model? (y/n) ? n

Simulating ESPN Fault/Error Handling Model ...

Calculating State Probabilities...

1 Reports from the GERK ODE solver.

Please select:

1: Scroll through the result file?

2: Solve same model with new mission time or near-coincident fault rates, etc.?

3: Redefine symbol(s) meaning(s) and re-run model?

4: Exit the program?

> 2

Choose the near-coincident fault rate to be used

for the coverage factor calculations.

1: NONE (ignore near-coincident faults).

2: ALL-inclusive (all near-coincident faults are fatal)

3: SAMe-component (only faults of same type interfere).

4: Interfering component types (USeR-defined types).

> 2

Redefine symbol(s) meanings or their values, or correct an error (y/n)?

> n

Mission time? (Hours):

> 10

Mission time reporting interval? (Hours):

> 10

Compute Parametric Bounds using SIMPLE Model? (y/n) ? n

Calculating State Probabilities...

1 Reports from the GERK ODE solver.

Please select:

1: Scroll through the result file?
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2: Solve same model with new mission time or near-coincident fault rates, etc.?

3: Redefine symbol(s) meaning(s) and re-run model?

4: Exit the program?

> 2

Choose the near-coincident fault rate to be used

for the coverage factor calculations.

1: NONE (ignore near-coincident faults).

2: ALL-inclusive (all near-coincident faults are fatal)

3: SAMe-component (only faults of same type interfere).

4: Interfering component types (USeR-defined types).

> 3

Redefine symbol(s) meanings or their values, or correct an error (y/n)?

> n

Mission time? (Hours):

> 10

Mission time reporting interval? (Hours):

> 10

Compute Parametric Bounds using SIMPLE Model? (y/n) ? n

Calculating State Probabilities...

0 Reports from the GERK ODE solver.

Please select:

1: Scroll through the result file?

2: Solve same model with new mission time or near-coincident fault rates, etc.?

3: Redefine symbol(s) meaning(s) and re-run model?

4: Exit the program?

> 2

Choose the near-coincident fault rate to be used

for the coverage factor calculations.

1: NONE (ignore near-coincident faults).

2: ALL-inclusive (all near-coincident faults are fatal)

3: SAMe-component (only faults of same type interfere).

4: Interfering component types (USeR-defined types).

> 4

Redefine symbol(s) meanings or their values, or correct an error (y/n)?

> n
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Mission time? (Hours):

> 10

Mission time reporting interval? (Hours):

> 10

Compute Parametric Bounds using SIMPLE Model? (y/n) ? n

Calculating State Probabilities...

0 Reports from the GERK ODE solver.

Please select:

1: Scroll through the result file?

2: Solve same model with new mission time or near-coincident fault rates, etc.?

3: Redefine symbol(s) meaning(s) and re-run model?

4: Exit the program?

> 4
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Chapter 9

Incorporationof Near-Coincident
Faults

9.1. Overview

HARP is designed with the capability to model highly reliable systems. To appropriately do

so, the possibility of modeling the e�ects of near-coincident faults is included. A near-coincident

fault is one that occurs before the coverage model has recovered from a single fault. How

disastrous the results are depends upon how the user chooses to interpret the e�ects of the

near-coincident fault. Typically, the user models the e�ect of a near-coincident fault as a system

failure. This conservative assumption is often used to eliminate the user burden of acquiring

hard-to-get data and to simplify the model. HARP o�ers a number of multifault models to cover

the near-coincident fault e�ect, that is, system failure.

The FEHM's are speci�ed in the same manner as before, supplying the C, S, and R exit

probabilities. Until now, these exit probabilities have been obtained with no time limit on the

recovery procedure. However, if a second fault occurs before reaching an exit then we are faced
with the problem of two existing faults. Because the second fault can crash the system, we

ideally want the FEHM (coverage model) to exit before the second, near-coincident fault occurs;

however, for highly reliable systems, the probability of a second fault occurring in the recovery

interval is often a signi�cant portion of the total system failure probability. The near-coincident

fault model allows the user to account for pairs of faults that are likely to cause total system

failure.

When these models were being developed over a decade ago, the developers believed that a

more complex model allowing more than two near-coincident faults would be of little practical

use and would not justify the additional computational burden for the aircraft 
ight control

application. As electronic devices became more reliable during that decade and continue to

do so, the developers' assumption proved correct. Most commercial and military aircraft 
ight

control systems and most existing systems in commercial use today can be e�ectively modeled

when the near-coincident fault is a mission critical factor. Systems using computers can have up

to four recon�gurable processing units where a majority vote can be e�ected until two coexisting

faults occur. When systems incorporate more than four voting processors and the near-coincident

fault is a signi�cant factor, the HARP multifault models produce a conservative approximation

that becomes more conservative as the number of processors increases.

During that same decade, electronic microcomputers have also become more computationally

powerful and cost has dropped signi�cantly, ushering in the development of distributed comput-

ers. The commercial transport industry's interest is shifting away from the task of creating

highly reliable systems (now achievable) toward highly available distributed systems to reduce

maintenance costs and to garner greater computational resources. Such systems may need to

tolerate more than two near-coincident faults, and the automatic HARP near-coincident model

may become too conservative. Two options are available. The user can edit the HARP generated

ASCII �les to correct the next fault rates to the exact ones in �les *.ALL, *.SAM, or *.USR

(as appropriate), and if necessary, edit the *.MAT �les to add additional state transitions as

necessary. An exact Markov chain model can be obtained in this manner. An alternative is to

use the extended behavioral decomposition multifault model implemented in X-Window System

HARP (XHARP) (ref. 5). Volume 1 of this Technical Paper provides more details.
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Figure 19. Structure of HARPFEHM.

The coverage model is still solved in isolation; not only the probability of reaching the R, C,

and S exits but also the time to reach each exit are calculated. If we know (probabilistically) when

a near-coincident fault occurs and also the time to reach the R, C, and S exits, we can determine

whether one of these exits is reached before the near-coincident fault. A fourth exit N is added to

the coverage model leading to a new failure state labeled FNCF (failure near-coincident fault).

(See �g. 19.) The probabilities r, c, and s are now adjusted since the exits must be reached

before a certain time. Therefore, N = (1� C �R� S). (See vol. 1 of this TP for the derivation

of C, R, and S.)

Again, we automatically incorporate the possibility of imperfect coverage into the perfect

coverage Markov chain, as subsequently shown in our three-processor example. Unlike the

previous �gures of the three-processor system, the FEHM's here have four exits. Note, too, that

the exit probabilities are now distinct for FEHM 1 and FEHM 2 (�g. 20) because the next fault

rates are state dependent.

Figure 20. Three-processor system showing FEHM's with C, S, R, and N exit probabilities.

While in the coverage model denoted by FEHM 1, a second processor fault is possible with

rate 2��. Therefore, one of the exits, R, C, or S must be reached before time to the second fault
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(which is an exponentially distributed random variable with parameter 2��) if a near-coincident
fault is to be avoided. Likewise, while in the coverage model denoted by FEHM 2, another

processor failure can occur with rate �.

Assume that FEHM 1 and FEHM 2 in �gure 20 are exponentially distributed delays with

rate � (see �g. 21). Thus, s = r = 0. Note that in the absence of a near-coincident fault, c = 1.

However, with the near-coincident fault occurring at the rate 2 � � from FEHM 1, the probability

of a successful C exit before the occurrence of a second near-coincident fault is easily shown to

be c3 =
�

�+2��
.

Figure 21. Three-processor system showing near-coincident faults.

Similarly for FEHM 2, c2 =
�

�+�
. The instantaneous jump model is shown in �gure 21.

Figure 22. Instantaneous jump model of three-processor systemwith near-coincident faults.

In �gure 22, n3 = 1� c3 and n2 = 1� c2. Thus, the inclusion of near-coincident faults causes

the coverage values to become state dependent. The HARP program automatically derives the

coverage factors by taking the Laplace transform of the time-to-exit distributions. We compute

the transforms for the single fault model and then substitute the second near-coincident fault

rate for the Laplace transform variable to obtain the state-dependent coverage values. If the

time-to-exit distribution is not available in closed form, a Taylor series expansion of the Laplace

transform yields an expression that depends on powers of the next fault rate and on the moments

of the distribution. These moments are easily obtained from empirical or simulation data. See

reference 6 for the mathematical derivations.

We need not restrict ourselves to single-state FEHM's. Let us again look at a portion of

the CARE III coverage model that was introduced in chapter 4 on permanent faults. While

essentially the same model as �gure 13, the instantaneous transition labeled PA in �gure 13

is now an instantaneous transition out of the FEHM. (See �g. 23.) We have also added the

near-coincident fault rates.
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Figure 23. Permanent CARE III FEHMwith N, C, and S exits.

Now the FEHM probabilities, when replaced by a branch point are

c3 =
�

� + �+ 2�
+

�
�

� + �+ 2�

��
q�

� + 2�

�
c2 =

�

� + �+ �
+

�
�

� + �+ �

��
q�

�+ �

�

and

s3 =

�
�

� + �+ 2�

�
(1� q)�

�+ 2�
s2 =

�
�

� + �+ �

�
(1� q)�

� + �

As before, these probabilities are determined by the HARP program based on the user inputs

for the rates and probabilities in the model.

9.2. Near-Coincident Fault Options

As discussed in volume 1 of this Technical Paper, the HARP user has three options (three
multifault models) for modeling near-coincident faults. To better demonstrate the various

options allowed in HARP, the following Markov model is utilized. In this example, we show

that the reduced model after each FEHM has been reduced to a branch point. The arcs entering

the FNCF (not shown) are part of the inherent structure of the model. For each C�, there is a

corresponding N� into the FNCF state.

9.2.1. ALL-Inclusive Near-Coincident Multifault Model

This speci�cation for the interfering fault assumes that a second near-coincident fault

anywhere in the system (while attempting to handle a �rst fault) causes immediate system failure

(via the FNCF state). The use of this model always gives a conservative result for practical

systems of interest. Volume 1 chapter 7 of this Technical Paper presents an example system

where the ALL model is speci�ed for a system that has nearly independent fault containment

regions. Under certain conditions, the degree of conservative error can be quanti�ed by using

HARP's simple lower bound (see vol. 1 of this TP). Another alternative is to modify the HARP

generated ASCII �les (*.ALL, *.SAM, *.USR and perhaps the *.MAT in some cases) with a text

editor for specifying the exact next fault rate(s). When fault rates are speci�ed correctly, an

accurate result can be obtained. The simple bounds also become valid for all Markovian models

and can be used to gauge the results. Using XHARP (ref. 15) is another alternative.
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Given the Markov chain of �gure 24, for the arc labeled with a \C1", the next fault rate
is 5�1+ 3�2+ 2�3. This rate is found by looking at the target state (state 2) and taking the

maximum of the sum of the incoming arcs minus 1.0 for this component type (�1) and the sum

of the same component type parameters exiting the state. In addition, the maximum between

the incoming and outgoing arcs for every other component type in the dictionary is added to

the rate. (However, the dictionary must be complete for a correct rate.) For this system, the all

inclusive rate �le appears as follows. (Note, the expression following each Ci is the next fault

rate corresponding to the Ci transition and is not the coverage value.)

Figure 24. Systemmodel for example 1.

FIGURE 24 .ALL file

C1

5*LAMBDA1+3*LAMBDA2+2*LAMBDA3;

C2

5*LAMBDA1+3*LAMBDA2+2*LAMBDA3;

C3

5*LAMBDA1+2*LAMBDA2+2*LAMBDA3;

C4

5*LAMBDA1+3*LAMBDA2+LAMBDA3;

C5

4*LAMBDA1;

C6

3*LAMBDA1;

C7

2*LAMBDA1;

9.2.2. SAME-Type Near-Coincident Multifault Model

More optimistically, the user can assume that only near-coincident faults of the same

component type cause system failure (while attempting to handle a �rst fault). For the FEHM

associated with C1 in �gure 24, only those components that fail with rate �1 cause system

failure. The same type �les appears as follows:

FIGURE 24 .SAM file

C1

5*LAMBDA1;

C2
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5*LAMBDA1;

C3

2*LAMBDA2;

C4

LAMBDA3;

C5

4*LAMBDA1;

C6

3*LAMBDA1;

C7

2*LAMBDA1;

9.2.3. USER-De�ned Near-Coincident Multifault Model

For some models, the user can de�ne explicitly for each component, which components (itself

and/or others) can interfere with fault recovery. Thus, the next fault rate for the FEHM's

between operational states depends on user input. Let us refer to those components with

rate �1 as processor1, �2 as processor2, and �3 as processor3. For this example, the user can

specify that all three processors interfere with recovery in the processor1 components, but only

processor2 a�ects recovery in processor2 and only processor3 interferes with its own recovery.

While processor1 can be modeled with the all-inclusive fault type and processor2 and processor3

with the same-type next fault rate, only one near-coincident fault rate type can be speci�ed for

the entire model. This �le appears as follows:

FIGURE 24 .USR file

C1

5*LAMBDA1+3*LAMBDA2+2*LAMBDA3;

C2

5*LAMBDA1+3*LAMBDA2+2*LAMBDA3;

C3

2*LAMBDA2;

C4

LAMBDA3;

C5

4*LAMBDA1;

C6

3*LAMBDA1;

C7

2*LAMBDA1;
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9.2.4. Example for .ALL and .SAM Options

Now let �2 = �1, allowing the user the ability to utilize an overriding FEHM �le option. We
now remove the �3 arc for simplicity. (See �g. 25.)

Figure 25. Systemmodel for example 2.

For this system, the all inclusive rates are the same as the same type rates.

C1

6*LAMBDA1;

C2

5*LAMBDA1;

C3

5*LAMBDA1;

C4

4*LAMBDA1;

C5

3*LAMBDA1;

C6

2*LAMBDA1;

9.2.5. No Near-Coincident Faults

If the user chooses, near-coincident faults can be ignored. As a result, the probability of
being in state FNCF is zero.

9.3. Speci�cation of Near-Coincident Fault Rates

The user need not worry about the actual near-coincident fault rates in HARP. While running
the engine program (harpeng), the user is asked which near-coincident fault rate to use. Once one
of the four options is chosen (ALL-inclusive, SAME-type, USER-de�ned, NONE), the program
automatically determines the correct next fault rate. When no coverage models were speci�ed
in the tdrive program or no near-coincident faults were speci�ed in the �face program, the user
is not asked about near-coincident faults in harpeng.
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Chapter 10

ErrorBounds

This section addresses the question posed by the engine pertaining to running bounds. In
general, the tdrive and �face programs process a system model using failure rates that are
symbolic rather than numeric (of course, numeric values can be entered in the Markov chain in
tdrive if desired). The user binds the numeric values to the symbolic rates during the execution
of harpeng. Because many input parameters to the FORM model are not known exactly (i.e.,
coverage values from simulation are given as con�dence intervals and the user may only know a
range of values for the failure rates), HARP enables the user to specify the rates as a nominal
value plus or minus a variation.

Two di�erent kinds of bounds are provided by the HARP program, simple model (parametric)
bounds and model truncation bounds. Depending on the system being modeled, none, one, or
both kinds of bounds may be applicable.

The simple parametric bounds are computed for two distinct classes of models: The AS IS
model that does not use any FEHM's and does not invoke behavioral decomposition, and those
models that do invoke FEHM's and behavioral decomposition. Both model classes can also be
modi�ed to re
ect the model state reduction technique called truncation. (See vol. 1 of this TP.)

The AS IS model is used strictly for parametric analysis that reports the e�ect of system
unreliability as a function of the user-speci�ed parametric variation. These data are useful for
sensitivity analyses. The simple parametric bounds for this model class are true bounds for the
original user-speci�ed model. (See vol. 1 of this TP.)

When FEHM's and behavioral decomposition are invoked, the simple bounds take on two
manifestations. When no parametric variation is speci�ed and the user selects the simple bounds
computation (prompted by HARP), simple upper and lower bounds are computed based on
estimated maximum and minimum imperfect coverage and lack of su�cient redundancy. If in
addition, parametric variation is speci�ed, a combined e�ect is estimated, that is, imperfect
coverage with insu�cient redundancy and parametric variation. Unlike the AS IS model, the
simple lower bound associated with behavioral decomposition is a conditional bound. When
many fault containment regions are modeled, the lower bound may not bound the full model
unreliability but will bound the HARP instantaneous jump model unreliability. (See vol. 1 of
this TP.)

HARP does not allow bounds to be evaluated when any failure rate is Weibull. When the
system being modeled has repair, bounds are evaluated only when an absorbing state is present
in the model.

10.1. Simple Model (Parametric) Bounds

10.1.1. AS IS Model

Because many input parameters to the FORM model are not known exactly (e.g., the user
may only know a range of values for the failure rates), HARP allows the FORM input parameters
to be expressed in terms of ranges of values rather than point estimates. HARP produces upper
and lower bounds on the system unreliability that are a function of these ranges of values. The
model evaluates the overall system failure probability by taking the lower bound on the failure
rates and the upper bound on the repair rates as the best case and by taking the upper bound
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on the failure rates and the lower bound on the repair rates as the worst case. The model also
produces the predicted unreliability based on the nominal values. The simple parametric bounds

for this model class are bounds for the original user-speci�ed model.

10.1.2. Models With Behavioral Decomposition

We approach the analysis of errors by decomposing the original model into two simpler models

that can be combined to obtain a conservative unreliability estimate (refs. 19 to 21). The general

form of the simple bounds is given as:

P

�
A
[

B

�
� min

�
1; P

�
Ahigh

�
+ P (Bmax)

�

P

�
A
[

B

�
� max[P (Alow); P (Bmin)]

The �rst rule gives the conservative bound, and the second rule gives the optimistic bound10.

The �rst expression gives the upper unreliability bound, and the second gives the lower

unreliability bound. P (A) is the system failure probability caused by the lack of su�cient

redundancy. P (Ahigh) and P (Alow) are used instead of P (A) when parametric tolerance is

selected to cause P (A) to be maximum to get P (Ahigh) and to cause P (A) to be minimum to

get P (Alow). P (B) is the probability of system failure due to imperfect coverage. When FEHM's

are speci�ed for behavioral decomposition, P (B) is computed for the minimum imperfect

coverage to get P (Bmin) and the maximum imperfect coverage to get P (Bmax). P (A) is further

modi�ed when transients are speci�ed in at least one FEHM. The perfect redundancy model

(coverage assumed to be perfect) transition rates are modi�ed by coe�cients that re
ect transient

restoration probabilities. The net e�ect is to reduce the probability of failure by redundancy

exhaustion since transient restoration occurs.

The simple bounds computed by HARP are the bounds on the instantaneous coverage model

(see vol. 1 of this TP) that produces the unreliability result and also bounds the user's full

model under certain conditions: The simple upper bound on the system unreliability is always a

true bound with respect to both the instantaneous coverage model and the user-speci�ed model

(provided all failure rates are constant).11

The validity of the optimistic lower bound with respect to the user-speci�ed model is
dependent on the use of large numbers of fault containment regions that require the ALL

multifault model (see chapters 1 and 7 of this TP for details).

The HARP simple bounds are used for preliminary estimates of unreliability. They are

provided as a quick-look computation that can be used in the early stages of system design

when only ranges of parameter values are available. The essence of HARP output is the nominal

result (instantaneous jump model unreliability) and not the simple bounds. If the model is solved

AS IS, without any FEHM's or with the VALUES FEHM, the HARP bounds are true bounds

for the user-speci�ed full model. With FEHM's, the upper bound is always a true bound, and

the lower bound is also a true bound except possibly for a limited class of systems with many
fault containment regions.

10 Validity of these bounds is subject to the correct speci�cation of multifault models, where applicable (see vol. 1 of this

TP).
11 HARP FEHM's andmultifault models only support single recovery transitions. System models with multiple recovery

transitions can cause the simple upper bound to improperly bound the HARP unreliability result or the full model. For

such systems, the user can edit HARP-generated ASCII �les with a text editor to specify the correct model. In this case,

the bounds will be valid. XHARP provides another modeling alternative. The HARP AS IS model can also be used to

provide accurate results.
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10.2. Truncation Bounds

Truncation bounds are obtained as follows. When the truncated model is solved, the
probability of being in each of the TA states is calculated. By adding these probabilities to
that of the DOWN (failed) states (DS) before the truncation line, we get an upper bound on
the system unreliability (SU ). This result assumes that all states beyond the truncation line are
failed states. To get a lower bound on unreliability, we add only the probabilities of the failure
states before the truncation line. In this case, the TA states are automatically considered to be
functional states by HARP. To use some notation, the states in the truncated model are denoted
with a subscript tr and the states in the full model have the subscript full. The bounds on the
system unreliability are given by the following equation:

P r(DStr)� SUfull � Pr(TAtr)+ Pr(DStr)

HARP not only gives the system unreliability but also provides a breakdown in terms of
individual failure probabilities. Failure causes are the exhaustion of di�erent components, FNCF
and FSPF. In a truncated model, HARP gives bounds on the system unreliability as well as
individual failure probabilities. F1 denotes a state where fewer than the minimum required of
component type 1 are still operational. If there is an F1 state before the truncation level, we
use the probability of being in the F1 state as a lower bound on the probability of failure due
to exhaustion of component 1. All transitions due to failure of component 1 that fall on the
truncation line and do not lead to state F1 are directed into a state called TA1.

Probability of failure due to exhaustion of component 1, Pr(F1full), is bounded as follows:

Pr(F 1tr)� Pr(F 1full)� Pr(TA1tr)+ Pr(F 1tr)

The bounds on the probability of exhaustion of other components are obtained in a similar
manner. Now we obtain bounds for the probability of a near-coincident fault and a single-point
fault.

The probability of being in the FNCF state before the truncation level is a lower bound on
the FNCF probability. The upper bound is taken to be this lower bound probability added to
the combined probability of all TA states:

Pr(FNCFtr)� Pr(FNCFfull)� Pr(TAtr)+ Pr(FNCFtr)

The bounds on probability of single-point fault are obtained in a similar manner as given as
follows:

Pr(FSPFtr)� Pr(FSPFfull)� Pr(TAtr)+ Pr(FSPFtr)

10.3. Combined Bounds

When parametric bounds (via a simple model) are desired from a truncated model, the bounds
are combined in the following way. The simple model solution uses the optimistic parameters
(lowest possible failure rates, highest possible repair rates and coverage factors) to produce an
upper bound on the reliability of the system (ref. 20).

Rhigh(t)= 1�max[Peshlow(t); Pcovlow(t)]

If the model from which the simple bounds are derived is a truncated model, then the
TA states are taken to be operational states (for the optimistic bound). Likewise, the simple
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model solution uses the pessimistic parameters (highest possible failure rates, lowest possible
coverage factors and repair rates) to produce a lower bound on the unreliability of the system

(ref. 20).

Rlow(t)= 1�min
�
Peshhigh(t)+ Pcovhigh(t); 1

�

If the model from which the simple model bounds are derived is a truncated model, then the

TA states are taken to be failure states (for the pessimistic bounds). The �rst type of bounds are

reported as \simple model bounds," the second type are reported as \truncated model bounds,"

and the combined bounds are reported as \truncated simple model bounds."

The use of behavioral decomposition and instantaneous coverage factors have been proven to

result in conservative estimates of reliability (ref. 22), when failure rates are constant (exponential

times to failure). Both bounding techniques (simple and truncation) produce bounds on this

conservative estimate of reliability. For the class of practical highly reliable systems, the HARP

(simple and truncation) bounds also encompass the reliability of the original model.

If a model is extremely large and cannot �t in the engine data structure simultaneously, the

bounds are disallowed. Also, if a model has Weibull failure rates or no absorbing states, bounds

are not asked for nor provided.

NASALangley Research Center

Hampton, VA 23681-0001

June 15, 1994
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AppendixA

FileListingsof HARPExamples

A1. Example 3PFT1

Example 3PFT1 presents a model of a three processor (triplex) system that was input as a
fault tree. Each component is speci�ed as a unique basic event. (See section 3.1.)

File 3PFT1.DIC gives the output from program tdrive.

1 PROCESSOR1 LAMBDA1 NONE

INTERFERING COMPONENT TYPES:

2 PROCESSOR2 LAMBDA2 NONE

INTERFERING COMPONENT TYPES:

3 PROCESSOR3 LAMBDA3 NONE

INTERFERING COMPONENT TYPES:

FEIDS

10 9 8

File 3PFT1.INT gives the output from program tdrive.

SORTED

1 2 LAMBDA1;

1 3 LAMBDA2;

1 4 LAMBDA3;

2 5 LAMBDA2;

2 6 LAMBDA3;

3 5 LAMBDA1;

3 7 LAMBDA3;

4 6 LAMBDA1;

4 7 LAMBDA2;

5 8 LAMBDA3*X;

6 9 LAMBDA2*X;

7 10 LAMBDA1*X;

File 3PFT1.MAT gives the output from program �face.

10

2 , 1

LAMBDA1;

3 , 1
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LAMBDA2;

4 , 1

LAMBDA3;

5 , 2

LAMBDA2;

5 , 3

LAMBDA1;

6 , 2

LAMBDA3;

6 , 4

LAMBDA1;

7 , 3

LAMBDA3;

7 , 4

LAMBDA2;

8 , 5

LAMBDA3*X;

9 , 6

LAMBDA2*X;

10 , 7

LAMBDA1*X;

0,0

File 3PFT1.SYM gives the output from program �face.

X

999

END SYMBOL DEFINITION

F1

1010

F2

1009

F3

1008

END FAILURE STATE DEFINITION
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File 3PFT1.RS1 gives the output from program harpeng.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3PFT1

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR1

Symbolic failure rate:

LAMBDA1 Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: NONE

Component type: 2 Name: PROCESSOR2

Symbolic failure rate:

LAMBDA2 Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: NONE

Component type: 3 Name: PROCESSOR3

Symbolic failure rate:

LAMBDA3 Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: NONE

NO near-coincident faults considered.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.32837475D-06

State name: F2 0.32837475D-06

State name: F3 0.32837475D-06

--------------------------------------------------

Reliability = 0.99999901D+00

Unreliability = 0.98512425D-06

Total failure by redundancy exhaustion = 0.98512425D-06

GERK ODE solver: global error value 0.107D-16

relative error value 0.100D-08
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See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.

A2. Example 3PFT2

Example 3PFT2 is identical to the previous one except that a replication factor of three is

speci�ed for the basic events to aggregate the unique basic events into one basic event. (See

section 3.2.)

File 3PFT2.DIC gives the output from program tdrive.

1 PROCESSOR LAMBDA NONE

INTERFERING COMPONENT TYPES:

FEIDS

4

File 3PFT2.INT gives the output from program tdrive.

SORTED

1 2 3*LAMBDA;

2 3 2*LAMBDA;

3 4 LAMBDA*X;

File 3PFT2.MAT gives the output from program �face.

4

2 , 1

3*LAMBDA;

3 , 2

2*LAMBDA;

4 , 3

LAMBDA*X;

0,0

File 3PFT2.SYM gives the output from program �face.

X

999

END SYMBOL DEFINITION

F1

1004

END FAILURE STATE DEFINITION
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File 3PFT2.RS1 gives the output from program harpeng.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3PFT2

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: NONE

NO near-coincident faults considered.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.98512425D-06

--------------------------------------------------

Reliability = 0.99999901D+00

Unreliability = 0.98512425D-06

Total failure by redundancy exhaustion = 0.98512425D-06

GERK ODE solver: global error value 0.716D-17

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.

A3. Example 3PMC

Example 3PMC is the same system model as previously displayed, but it is entered as a

Markov chain directly in lieu of a fault tree. (See section 3.3.)

File 3PMC.DIC gives the output from program tdrive.

-1 ASIS

File 3PMC.INT gives the output from program tdrive.

UNSORTED

3 2 3*LAMBDA;

2 1 2*LAMBDA;

1 F1 LAMBDA;

70



File 3PMC.MAT gives the output from program �face.

4

2 , 1

3*LAMBDA;

3 , 2

2*LAMBDA;

4 , 3

LAMBDA*X;

0,0

File 3PMC.SYM gives the output from program �face.

X

999

END SYMBOL DEFINITION

F1

1004

END FAILURE STATE DEFINITION

File 3PMC.RS1 gives the output from program harpeng.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3PMC

Symbolic values:

Symbolic failure rate:

LAMBDA Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

NO near-coincident faults considered.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.98512425D-06

--------------------------------------------------

Reliability = 0.99999901D+00

Unreliability = 0.98512425D-06

Total failure by redundancy exhaustion = 0.98512425D-06
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GERK ODE solver: global error value 0.716D-17

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.

A4. Example 3PCARE1

These �les are for the replicated triplex processor system with a CARE FEHM speci�ed for

permanent faults. (See section 6.)

FILE 3PCARE1.DIC output from program tdrive.

1 PROCESSOR LAMBDA CARE1.FHM

INTERFERING COMPONENT TYPES:

FEIDS

4

File 3PCARE1.INT gives the output from program tdrive.

SORTED

1 2 3*LAMBDA;

2 3 2*LAMBDA;

3 4 LAMBDA*X;

FEHM FILE CARE1.FHM

CARE.SINGLE.FAULT.MODEL

PROBABILITY OF PERMANENT: 0.10000000d+01

PROBABILITY OF INTERMITTENT: 0.00000000d+00

PROBABILITY OF TRANSIENT: 0.00000000d+00

PERMANENT MODEL PARAMETERS

--------------------------

DELTA: 0.36000000d+03

EPSILON: 0.36000000d+04

RHO: 0.18000000d+03

PA: 0.10000000d+01

Q: 0.99900000d+00

File 3PCARE1.MAT gives the output from program �face.

5

2 , 1

3*LAMBDA*C1;

3 , 2

2*LAMBDA*C1;
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4 , 3

LAMBDA*X;

5 , 1

3*LAMBDA*S1;

5 , 2

2*LAMBDA*S1;

0,0

File 3PCARE1.SYM gives the output from program �face.

C1

3

CARE1.FHM

X

999

END SYMBOL DEFINITION

F1

1004

FSPF

1005

END FAILURE STATE DEFINITION

File 3PCARE1.RS1 gives the output from program harpeng.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3PCARE1

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: CARE1.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)

Transient restoration: 0.00000000D+00
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Permanent coverage: 0.99966667D+00

Single-point failure: 0.33333333D-03

NO near-coincident faults considered.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.98446761D-06

State name: FSPF 0.99498051D-05

--------------------------------------------------

Reliability = 0.99998907D+00

Unreliability = 0.10934273D-04

Total failure by redundancy exhaustion = 0.98446761D-06

GERK ODE solver: global error value 0.107D-16

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.

A5. Example 3PARIES

These �les are for the replicated triplex processor system with an ARIES FEHM speci�ed.

(See section 6.2).

FEHM �le ARIES.FHM

ARIES.TRANSIENT.RECOVERY.MODEL

PROBABILITY THAT FAULT IS TRANSIENT 0.90000000d+00

MEAN DURATION OF TRANSIENT FAULT 0.50000000d-02

PROBABILITY THAT FAULT IS CATASTROPHIC 0.10000000d-02

NUMBER OF TRANSIENT RECOVERY PHASES 3

PHASE 1 DURATION: 0.80000000d+00 EFFECTIVENESS: 0.80000000d+00

PHASE 2 DURATION: 0.20000000d+00 EFFECTIVENESS: 0.70000000d+00

PHASE 3 DURATION: 0.10000000d+00 EFFECTIVENESS: 0.50000000d+00

FAILURE RATE OF RECOVERY SYSTEM HARDWARE: .00000000D+00

COVERAGE OF PERMANENT FAULT: 0.85000000d+00

File 3PARIES.RS1 gives the output from program harpeng.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:
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3PARIES1

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: ARIES.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)

Transient restoration: 0.76423498D+00

Permanent coverage: 0.199559027D+00

Single-point failure: 0.36214753D-01

NO near-coincident faults considered.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.99891519D+00

State name: FSPF 0.10848086D-02

--------------------------------------------------

Reliability = 0.99891519D+00

Unreliability = 0.10848086D-02

Total failure by redundancy exhaustion = 0.39604048D-07

GERK ODE solver: global error value 0.280D-19 fDepend on computingg

relative error value 0.100D-08 fplatformg

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.

A6. Example 3PCARE2

These �les are for the triplex processor system using the CARE FEHM with transient faults.

(See section 6.4.)

FEHM FILE CARE2.FHM

CARE.SINGLE.FAULT.MODEL

PROBABILITY OF PERMANENT: 0.00000000d+00

PROBABILITY OF INTERMITTENT: 0.00000000d+00

PROBABILITY OF TRANSIENT: 0.10000000d+01

TRANSIENT MODEL PARAMETERS

--------------------------
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ALPHA: 0.36000000d+05

DELTA: 0.36000000d+03

EPSILON: 0.36000000d+04

RHO: 0.18000000d+03

PA: 0.50000000d+00

PB: 0.50000000d+00

Q: 0.90000000d+00

File 3PCARE2.RS1 gives the output from program harpeng.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3PCARE2

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: CARE2.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)

Transient restoration: 0.99232518D+00

Permanent coverage: 0.71796719D-02

Single-point failure: 0.49514978D-03

NO near-coincident faults considered.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.51414141D-10

State name: FSPF 0.14853850D-04

--------------------------------------------------

Reliability = 0.99998515D+00

Unreliability = 0.14853901D-04

Total failure by redundancy exhaustion = 0.51414141D-10

GERK ODE solver: global error value 0.358D-17
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relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.

A7. Example 3PCARE3

These �les are for the triplex processor using the CARE FEHM with intermittent faults. (See

section 7.)

FEHM �le CARE3.FHM

CARE.SINGLE.FAULT.MODEL

PROBABILITY OF PERMANENT: 0.20000000d+00

PROBABILITY OF INTERMITTENT: 0.20000000d+00

PROBABILITY OF TRANSIENT: 0.60000000d+00

PERMANENT MODEL PARAMETERS

--------------------------

DELTA: 0.30000000d+03

EPSILON: 0.36000000d+04

RHO: 0.24000000d+03

PA: 0.10000000d+01

Q: 0.99900000d+00

INTERMITTENT MODEL PARAMETERS

-----------------------------

ALPHA: 0.21000000d+04

BETA: 0.30000000d+04

DELTA: 0.36000000d+03

EPSILON: 0.36000000d+04

RHO: 0.18000000d+03

PA: 0.90000000d+00

PB: 0.10000000d+00

Q: 0.99900000d+00

TRANSIENT MODEL PARAMETERS

--------------------------

ALPHA: 0.36000000d+05

DELTA: 0.18000000d+03

EPSILON: 0.36000000d+04

RHO: 0.18000000d+03

PA: 0.50000000d+00

PB: 0.50000000d+00

Q: 0.99900000d+00
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File 3PCARE3.RS1 gives the output from program harpeng.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3PCARE3

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: CARE3.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)

Transient restoration: 0.59702017D+00

Permanent coverage: 0.40280819D+00

Single-point failure: 0.17163782D-03

NO near-coincident faults considered.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.16103642D-06

State name: FSPF 0.51387370D-05

--------------------------------------------------

Reliability = 0.99999470D+00

Unreliability = 0.52997734D-05

Total failure by redundancy exhaustion = 0.16103642D-06

GERK ODE solver: global error value 0.358D-17

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.
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A8. Example 3MMOMENTS

These �les are for the triplex processor system with the Moments FEHM. The Moments

FEHM is substituted for the ARIES FEHM. (See section 6.2.)

FEHM �le FEHM.MOM

PROBABILITIES.AND.MOMENTS

TRANSIENT RESTORATION EXIT:

EXIT PROBABILITY: .9800

FIRST MOMENT OF TIME TO EXIT: 0.

SECOND MOMENT OF TIME TO EXIT: 0.

THIRD MOMENT OF TIME TO EXIT: 0.

RECONFIGURATION COVERAGE EXIT:

EXIT PROBABILITY: .1615e-01

FIRST MOMENT OF TIME TO EXIT: 45.00

SECOND MOMENT OF TIME TO EXIT: .2500

THIRD MOMENT OF TIME TO EXIT: 0.

SINGLE POINT FAILURE EXIT:

EXIT PROBABILITY: .3850e-02

FIRST MOMENT OF TIME TO EXIT: 0.

SECOND MOMENT OF TIME TO EXIT: 0.

THIRD MOMENT OF TIME TO EXIT: 0.

File 3MMOM.RS1 gives the output from program harpeng.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3MMOM

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: MOM.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)
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Transient restoration: 0.98000000D+00

Permanent coverage: 0.16150000D-01

Single-point failure: 0.38500000D-02

NO near-coincident faults considered.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.26010668D-09

State name: FSPF 0.11548400D-03

--------------------------------------------------

Reliability = 0.99988452D+00

Unreliability = 0.11548426D-03

Total failure by redundancy exhaustion = 0.26010668D-09

GERK ODE solver: global error value 0.175D-20

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.

A9. Example 3MDIST

These �les are for the triplex processor system with the Distributions and Probabilities

FEHM. The Distributions and Probabilities FEHM is substituted for the ARIES FEHM. (See

section 6.2.)

FEHM �le DIS.FHM

DISTRIBUTIONS.AND.PROBABILITIES

TRANSIENT RESTORATION EXIT:

EXIT PROBABILITY: 0.00000000d+00

RECONFIGURATION COVERAGE EXIT:

EXIT PROBABILITY: 0.99000000d+00

DISTRIBUTION TYPE: EXP

RATE: 0.16670000d-01

SINGLE POINT FAILURE EXIT:

EXIT PROBABILITY: 0.10000000d-01

DISTRIBUTION TYPE: CONSTANT

VALUE: 0.00000000d+00
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File 3MDIST.RS1 gives the output from program harpeng.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3PDIS

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.10000000D-02 +/- 0.00000000D+00

FEHM file name: DIS.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)

Transient restoration: 0.00000000D+00

Permanent coverage: 0.99000000D+00

Single-point failure: 0.10000000D-01

NO near-coincident faults considered.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.96552028D-06

State name: FSPF 0.29846563D-03

--------------------------------------------------

Reliability = 0.99970057D+00

Unreliability = 0.29943115D-03

Total failure by redundancy exhaustion = 0.96552028D-06

GERK ODE solver: global error value 0.358D-17

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.
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A10. Example 3P2B

These �les are for a triplex processor and dual bus system with the ESPN FEHM for

the processors and the VALUES FEHM for the bus. The state probabilities di�er from your

execution of this example. (See section 8.)

File 3P2B.DIC gives the output from program tdrive.

1 PROCESSOR LAMBDA ESPN.FHM

INTERFERING COMPONENT TYPES: 2

2 BUS MU VALUES

INTERFERING COMPONENT TYPES:

FEIDS

7 6

File 3P2B.INT gives the output from program tdrive.

SORTED

1 2 3*LAMBDA;

1 3 2*MU;

2 4 2*LAMBDA;

2 5 2*MU;

3 5 3*LAMBDA;

3 6 MU*X;

4 7 LAMBDA*X;

4 8 2*MU;

5 8 2*LAMBDA;

5 6 MU*X;

8 7 LAMBDA*X;

8 6 MU*X;

FEHM File ESPN.FHM

HARP.SINGLE.FAULT.MODEL

COVERAGE INPUT PARAMETERS:

TIME DISTRIBUTION AND PARAMETERS

---- ---------------------------

ACTIVE TRANSITION UNIF 0. 1.000

BENIGN TRANSITION UNIF 0. .5000

TRANSIENT LIFETIME EXP 100.0 0.

DETECT TRANSITION UNIF 0. .4000

ERROR TRANSITION WEBUL 10.00 2.500

ERROR-DETECT TRANSITION WEBUL 50.00 .2500
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ISOLATION TRANSITION NORML 4.000 1.000

RECOVERY TRANSITION ERLNG 100.0 2.000

RECONFIGURATION TRANSITION NORML 1.000 .5000

OTHER PARAMETERS:

PROBABILITY OF FAULT DETECTION BY SELF TEST: 0.9000

PROBABILITY OF ERROR DETECTION: 0.9000

PROB. OF ISOLATING DETECTED FAULT: 0.9000

NUMBER OF RECOVERY ATTEMPTS: 5

PROB. OF SUCCESSFUL RECONFIGURATION: 0.9000

FRACTION OF FAULTS WHICH ARE TRANSIENT: 0.5000

FRACTION OF FAULTS WHICH ARE PERMANENT: 0.4000

DESIRED CONFIDENCE LEVEL: 90%

ALLOWABLE ERROR: 10%

File 3P2B.MAT gives the output from program �face.

10

2 , 1

3*LAMBDA*C1;

3 , 1

2*MU*C2;

4 , 2

2*LAMBDA*C3;

5 , 2

2*MU*C2;

5 , 3

3*LAMBDA*C4;

6 , 3

MU*X;

6 , 5

MU*X;

6 , 8

MU*X;

7 , 4

LAMBDA*X;

7 , 8

LAMBDA*X;
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8 , 4

2*MU*C2;

8 , 5

2*LAMBDA*C5;

9 , 1

3*LAMBDA*S1+2*MU*S2;

9 , 2

2*LAMBDA*S3+2*MU*S2;

9 , 3

3*LAMBDA*S4;

9 , 4

2*MU*S2;

9 , 5

2*LAMBDA*S5;

10 , 1

3*LAMBDA*N1+2*MU*N2;

10 , 2

2*LAMBDA*N3+2*MU*N2;

10 , 3

3*LAMBDA*N4;

10 , 4

2*MU*N2;

10 , 5

2*LAMBDA*N5;

0,0

File 3P2B.SYM gives the output from program �face.

C1

3

ESPN.FHM

C2

7

0.500000 0.000000

R2

8

0.300000 0.000000
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N2

9

0.000000 0.000000

S2

10

0.200000 0.000000

C3

3

ESPN.FHM

C4

3

ESPN.FHM

C5

3

ESPN.FHM

X

999

END SYMBOL DEFINITION

F1

1007

F2

1006

FSPF

1009

FNCF

1010

END FAILURE STATE DEFINITION
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Files 3P2B.RS* give the output from program harpeng resulting from successive harpeng

executions. Each 3P2B.RS* �le is the output from a subsequent execution of harpeng with

di�erent multifault model speci�cations.

::::::::::::::

3P2B.RS1

::::::::::::::

This listing is for 3P2B.RS1 for the same system previously presented with no near-coincident

fault model invoked.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3P2B

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.50000000D-02 +/- 0.00000000D+00

FEHM file name: ESPN.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)

Transient restoration: 0.50000000D+00 *These values could*

Permanent coverage: 0.36375000D-01 *change with each *

Single-point failure: 0.46362500D+00 * subsequent run. *

* (see section 10) *

Component type: 2 Name: BUS

Symbolic failure rate:

MU Constant failure rate:

0.50000000D-01 +/- 0.00000000D+00

FEHM file name: VALUES

Symbolic values:

C2 Coverage factor, value directly specified:

0.50000000D+00 +/- 0.00000000D+00

R2 Restoration factor, value directly specified:

0.30000000D+00 +/- 0.00000000D+00
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N2 NCF factor, value directly specified:

0.00000000D+00 +/- 0.00000000D+00

S2 SPF factor, value directly specified:

0.20000000D+00 +/- 0.00000000D+00

NO near-coincident faults considered.

GERK report E201, Tolerances reset: 0.100D-08 0.100D-08

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.13159858D-06 *These values could change*

State name: F2 0.81088630D-01 *(see section 10) *

State name: FSPF 0.19924322D+00

State name: FNCF 0.00000000D+00

--------------------------------------------------

Reliability = 0.71966802D+00

Unreliability = 0.28033198D+00

Total failure by redundancy exhaustion = 0.81088762D-01

GERK ODE solver: global error value 0.734D-11

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

1 Reports from the GERK ODE solver.

::::::::::::::

3P2B.RS2

::::::::::::::

This listing is for the 3P2B.RS2 �le for the same previously described system with the
ALL-INCLUSIVE multifaultmodel invoked. The state probabilities, reliability, and unreliability
values will change in each subsequent run. (See chapter 10.)

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3P2B

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:
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0.50000000D-02 +/- 0.00000000D+00

FEHM file name: ESPN.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)

Transient restoration: 0.50000000D+00 *These could change*

Permanent coverage: 0.36375000D-01 *(see section 10) *

Single-point failure: 0.46362500D+00

Component type: 2 Name: BUS

Symbolic failure rate:

MU Constant failure rate:

0.50000000D-01 +/- 0.00000000D+00

FEHM file name: VALUES

Symbolic values:

C2 Coverage factor, value directly specified:

0.50000000D+00 +/- 0.00000000D+00

R2 Restoration factor, value directly specified:

0.30000000D+00 +/- 0.00000000D+00

N2 NCF factor, value directly specified:

0.00000000D+00 +/- 0.00000000D+00

S2 SPF factor, value directly specified:

0.20000000D+00 +/- 0.00000000D+00

ALL-INCLUSIVE near-coincident fault rate used.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.13157227D-06 *These values could change*

State name: F2 0.81088606D-01 *(see section 10) *

State name: FSPF 0.19923770D+00

State name: FNCF 0.59530150D-05

--------------------------------------------------

Reliability = 0.71966761D+00

Unreliability = 0.28033239D+00

Total failure by redundancy exhaustion = 0.81088738D-01

GERK ODE solver: global error value 0.348D-13

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.
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0 Reports from the GERK ODE solver.

::::::::::::::

3P2B.RS3

::::::::::::::

This listing is for the 3P2B.RS3 �le for the previous system with SAME-type multifault

model invoked.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3P2B

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.50000000D-02 +/- 0.00000000D+00

FEHM file name: ESPN.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)

Transient restoration: 0.50000000D+00

Permanent coverage: 0.36375000D-01

Single-point failure: 0.46362500D+00

Component type: 2 Name: BUS

Symbolic failure rate:

MU Constant failure rate:

0.50000000D-01 +/- 0.00000000D+00

FEHM file name: VALUES

Symbolic values:

C2 Coverage factor, value directly specified:

0.50000000D+00 +/- 0.00000000D+00

R2 Restoration factor, value directly specified:

0.30000000D+00 +/- 0.00000000D+00

N2 NCF factor, value directly specified:

0.00000000D+00 +/- 0.00000000D+00

S2 SPF factor, value directly specified:
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0.20000000D+00 +/- 0.00000000D+00

SAME-TYPE near-coincident fault rate used.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.13159661D-06

State name: F2 0.81088627D-01

State name: FSPF 0.19924267D+00

State name: FNCF 0.59152289D-06

--------------------------------------------------

Reliability = 0.71966798D+00

Unreliability = 0.28033202D+00

Total failure by redundancy exhaustion = 0.81088759D-01

GERK ODE solver: global error value 0.348D-13

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.

::::::::::::::

3P2B.RS4

::::::::::::::

This listing is for the 3P2B.RS4 �le for the same previous system with the USER-de�ned

multifault model invoked.

----------------- HARP -----------------------

- The Hybrid Automated Reliability Predictor -

------------ Release Version 7.0 -------------

--------------- February 1993 ----------------

Modelname:

3P2B

Input description (from dictionary file):

Component type: 1 Name: PROCESSOR

Symbolic failure rate:

LAMBDA Constant failure rate:

0.50000000D-02 +/- 0.00000000D+00

FEHM file name: ESPN.FHM

For this FEHM model, the exit probabilities are:

(in the absence of near-coincident faults)

Transient restoration: 0.50000000D+00
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Permanent coverage: 0.36375000D-01

Single-point failure: 0.46362500D+00

INTERFERING COMPONENT TYPES: 2

Component type: 2 Name: BUS

Symbolic failure rate:

MU Constant failure rate:

0.50000000D-01 +/- 0.00000000D+00

FEHM file name: VALUES

INTERFERING COMPONENT TYPES:

Symbolic values:

C2 Coverage factor, value directly specified:

0.50000000D+00 +/- 0.00000000D+00

R2 Restoration factor, value directly specified:

0.30000000D+00 +/- 0.00000000D+00

N2 NCF factor, value directly specified:

0.00000000D+00 +/- 0.00000000D+00

S2 SPF factor, value directly specified:

0.20000000D+00 +/- 0.00000000D+00

INTERFERING COMPONENT TYPE near-coincident rate.

Time(in Hours): 0.100D+02

State Probabilities

State name: F1 0.13157423D-06

State name: F2 0.81088609D-01

State name: FSPF 0.19923825D+00

State name: FNCF 0.53616071D-05

--------------------------------------------------

Reliability = 0.71966765D+00

Unreliability = 0.28033235D+00

Total failure by redundancy exhaustion = 0.81088740D-01

GERK ODE solver: global error value 0.348D-13

relative error value 0.100D-08

See Users Guide, section 3.3 for interpretation.

0 Reports from the GERK ODE solver.
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FEHM �le ESPN.FHM after running harpeng.

HARP.SINGLE.FAULT.MODEL

COVERAGE INPUT PARAMETERS:

TIME DISTRIBUTION AND PARAMETERS

---- ---------------------------

ACTIVE TRANSITION UNIF 0. 1.000

BENIGN TRANSITION UNIF 0. .5000

TRANSIENT LIFETIME EXP 100.0 0.

DETECT TRANSITION UNIF 0. .4000

ERROR TRANSITION WEBUL 10.00 2.500

ERROR-DETECT TRANSITION WEBUL 50.00 .2500

ISOLATION TRANSITION NORML 4.000 1.000

RECOVERY TRANSITION ERLNG 100.0 2.000

RECONFIGURATION TRANSITION NORML 1.000 .5000

OTHER PARAMETERS:

PROBABILITY OF FAULT DETECTION BY SELF TEST: 0.9000

PROBABILITY OF ERROR DETECTION: 0.9000

PROB. OF ISOLATING DETECTED FAULT: 0.9000

NUMBER OF RECOVERY ATTEMPTS: 5

PROB. OF SUCCESSFUL RECONFIGURATION: 0.9000

FRACTION OF FAULTS WHICH ARE TRANSIENT: 0.5000

FRACTION OF FAULTS WHICH ARE PERMANENT: 0.4000

DESIRED CONFIDENCE LEVEL: 90%

ALLOWABLE ERROR: 10%

** Cut here if parameters in FEHM have changed **

** to obtain new simulation results. Rerun harpeng. **

SIMULATION RESULTS:

R EXIT:

PROB[REACHING EXIT]: LOW=0.49080417 NOM=0.50000000 HIGH=0.50919583

1ST MOMENT: LOW=0.48844865E-02 NOM=0.51583926E-02 HIGH=0.54322987E-02

2ND MOMENT: LOW= 0. NOM=0.13748132E-03 HIGH=0.15771914E-02

3RD MOMENT: LOW=0.52741874E-05 NOM=0.52741874E-05 HIGH=0.52741874E-05

C EXIT:

PROB[REACHING EXIT]: LOW=0.32931688E-01 NOM=0.36375000E-01 HIGH=0.39818312E-01

1ST MOMENT: LOW= 3.2281735 NOM= 3.5878440 HIGH= 3.9475146
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2ND MOMENT: LOW= 0. NOM= 26.736224 HIGH= 119.16996

3RD MOMENT: LOW= 0. NOM= 202.06828 HIGH= 1027.6762

S EXIT:

PROB[REACHING EXIT]: LOW=0.45098586 NOM=0.46362500 HIGH=0.47626414

1ST MOMENT: LOW= 3.2217696 NOM= 3.2808923 HIGH= 3.3400150

2ND MOMENT: LOW= 0. NOM= 25.452089 HIGH= 186.29844

3RD MOMENT: LOW= 0. NOM= 0. HIGH= 0.
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AppendixB

ModelingAdvancedFault-Tolerant

SystemsWithHARP
Since the original draft of the tutorial was written, the HARP developers have explored

the possible uses of the dynamic fault tree gates. Many of models involving the use of the
dependency fault tree gates were published in several conference proceedings and journals. One
of these papers (ref. 23) is included in this appendix to illustrate the powerful modeling 
exibility
of the dynamic fault tree gates (ref. 24) and to encourage the reader to further explore their
applications through the published literature (refs. 25 to 30). Part of the work embodied in this
paper is the work of the U.S. Government and thus may be used for government purposes; any
other use is not authorized.
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GLOSSARY

Most terms unique to reliability modeling and fault-tolerant systems are de�ned within the

body of each volume of this Technical Paper. The meaning of some terms are well known to
researchers and users of these technologies but may not be familiar to new users of Hybrid

Automated Reliability Predictor (HARP) integrated reliability tool (HiRel) system. Thus, the

purpose of this glossary is to primarily aid new users.

Availability

Availability is a probabilistic quantity that predicts the operational life of a system that is

subject to line maintenance (repair). Availability is the probability that a system under repair

is operational at a speci�ed time. In a Markov chain model representation, repair is modeled
by adding transitions from states with n+ 1 failed components to states with n components.

The transition rate is given as a repair rate. No fault tree model representation has yet been

developed to represent an availability model; therefore, a Markov chain model must be given

to HARP for solution. A fault tree model can be used to specify and generate a preliminary

Markov chain model that the user needs to modify.

Behavioral Decomposition

Behavioral decomposition is a mathematical approximation technique that reduces a complex
fault/error handling model (FEHM) to a branch point in a Markov chain. The e�ects of the

FEHM are compensated for by modifying state transition rates. The advantage of this technique

is that it greatly reduces the size of Markov models for solution and complex FEHM behavior

that can be non-Markovian can be modeled.

Bounds or Mathematical Bounds

Large or complex mathematical models often require approximations to keep their solutions

tractable. Bounds are the numerical expressions of the variation in a computed result due to
mathematical approximation or uncertainty in the accuracy of the input data to the models.

Combinatorial Model

A combinatorial model is a stochastic model that relates combinatorial component failure or

success events to a subsystem or system failure or success, respectively. Combinatorial models

do not distinguish the order of failure events.

Coincident Fault

A coincident fault exists at the same time one or more other faults are present. A coincident

fault is not a simultaneous fault.

Conservative Unreliability Result

Mathematical quantities can be expressed in two forms, in exact form, which is usually a

symbolic representation such as the number �, or in an approximate form such as a decimal

representation for � as 3.14159. When approximations are necessary, the di�erence between the

exact quantity (which may not be obtainable) and the computed result (which is obtainable) is

called the error. A conservative unreliability result is one where the error in the computed result

is in the direction of increased unreliability.
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Critical-Pair Fault

A critical fault is a near-coincident fault involving two faults. HARP uses three multifault

models to account for critical-pair faults: ALL, SAME, and USER.

Extended Behavioral Decomposition

Extended behavioral decomposition is a generalized behavioral decomposition technique that

allows multiple FEHM entry/exit transitions and multifault near-coincident modeling.

Fault Tree

A fault tree is a notational model that uses symbols resembling logic gates that relates failure

events of components or subsystems to failure events of a system composed of components and

subsystems.

Instantaneous JumpModel

An instantaneous jump model is a Markov model that is an approximation of a more complex

semi-Markov model that produces a conservative result with respect to the semi-Markov model

that is operated on mathematically to become the instantaneous jump model.

Multifault Model

A multifault model is a fault/error handling model that accounts for two or more faults, none

occurring simultaneously.

Near-Coincident Fault

A near-coincident fault is second fault that occurs during the time between the occurrence

of a �rst fault and its recovery.

Near-Coincident Failure

A near-coincident failure is system failure resulting from a near-coincident fault. To reduce

modeling complexity, a near-coincident failure is assumed to result from a near-coincident fault.

Typically, this assumption results in a conservative result.

Optimistic Unreliability Result

An optimistic unreliability result occurs when the error in the computed result is in the

direction of decreased unreliability.

Primitive

A primitive is any screen image that is an entity that can be manipulated without dissection,

for example, a line, a circle, a fault tree gate, etc.

Semi-Markov Models

Semi-Markov models are generalizations of Markov models. In particular, semi-Markov

models allow generalized state holding time distributions. Semi-Markov models are required
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for fault-tolerant system models to account for fault/error handling times that may not be

exponential.

Sequence-Dependent Model

A sequence-dependent model is a stochastic model that relates ordered component failure

or success events to a subsystem or system failure or success, respectively. Sequence-dependent

models distinguish the order of failure events. These models are more complex than combinato-

rial models and are also more di�cult to solve.

Simultaneous Fault

A simultaneous fault is a second fault that occurs at exactly the same instant in time as a

�rst fault. Markov chain models do not allow such faults.

Weibull Distribution

A Weibull distribution is a two parameter distribution that can exhibit time increasing,

decreasing, or constant failure rates.

127



��
��

��
��

��
��

��

1 2 3

FBOX

Node 1 Node 2 Node 3

Node 4

Node 5

��
��

��
��

��
��

��
��

��
��

��
��

��
��

��
��

��
��

��
��

-
�
�
�
�
�
�
��

@
@
@
@
@
@
@R

�
�
�
�
�
�
��

@
@
@
@
@
@
@R

-

@
@
@
@
@
@
@R

-
�
�
�
�
�
�
��

-

-

-

1,1,1 1,0,1 0,1,0 F2

1,1,0 1,0,0 F1

0,1,1 0,0,1 F3

�3

�2

�1

�2

�1

�3

�1

�2

�3

�1

�2

�3

1



��

��

��
FBOX

3 � 1

��

��

��

��

��

��

��

��
- - -3 2 1 F1

3 � � 2 � � �

��
��

��
��

��
��

��
��

��
��

��
��

��
��

��
��

��
��

��
��

-
�
�
�
�
��

@
@
@
@
@R

�
�
�
�
��

@
@
@
@
@R

-

@
@
@
@
@R

-
�
�
�
�
��

-

-

-

1,1,1 1,0,1 0,1,0 F2

1,1,0 1,0,0 F1

0,1,1 0,0,1 F3

3
Processors
available

2
Processors
available

1
Processor
available

System
failed

"!

# 

"!

# 

"!

# 

"!

# 
- - -3 2 1 F1

3 � � 2 � � �

2



��
��

��
��

��
��

��
��

��
��

��
��

��
��

- - - - -

@
@
@
@R

�
�
�
�	

3 2 1 F1
Fault
Active

Fault
Active

FSPF

3*� �*p 2*� �*p �

�*(1-p) �*(1-p)

��
��

��
��

��
��

��
��

��
��

F1FEHM FEHM- - -- -

@@
@@
@@R

��
��

��	

3 2 1

FSPF

3*� 2*� �

FEHM

?

?

-

Fault Occurs

S

Single-Point Failure

C

Permanent Coverage

3



��
��

��
��

��
��

��
��

��
��

b b- - - - -
@
@
@
@
@R

@@

@@

@@R

�
�
�
�
�	

��

��

��	

F13 2 1

FSPF

3�� 2�� �c c

s s

��
��

��
��

��
��

��
��

��
��

- - -

Q
Q
Q
Q
Q
QQs

?

F13 2 1

FSPF

3�� � c 2�� � c �

3�� � s 2�� � s

FEHM

?

?

-�

Fault Occurs

S

Single-Point Failure

C

Permanent
Coverage

R

Transient
Restoration

4



��
��

��
��

��
��

��
��

��
��

F1FEHM FEHM- - -- -

@@
@@
@@R

��
��

��	

3 2 1

FSPF

3*� 2*� �

� �
?

� �
?

r r

s s

c c

FEHM

?

-�

? ?

Fault Occurs

S

Single-Point
Failure

N

Near-Coincident
Fault Failure

C

Permanent
Coverage

R

Transient
Restoration

5



��
��

��
��

��
��

��
��

��
��

��
��

F1FEHM FEHM

1 2

- - -- -

@@
@@
@@R

��
��

��	

3 2 1

FSPF

FNCF

3*� 2*� �

� �
?

� �
?

� - ��

r3 r2

s3 s2

c3 c2

n3 n2

��
��

��
��

��
��

��
��

��
��

3 2 1 F1

FNCF

- - -3�� 2�� ���
��
A -� ��
��
D - ��

��
A -� ��
��
D -

@
@
@
@
@
@
@@R

2��

�
�
�
�
�
�
���

�

c3 c2

��
��

��
��

��
��

��
��

��
��

- - -

Q
Q
Q
Q
Q
QQs

?

F13 2 1

FNCF

3 � � � c3 2 � � � c2 �

3 � � � n3 2 � � � n2

6



��

��

��

��

��

��

��

��

��

��

��

��

3 2 1 F1

FSPF

FNCF

- - -3�� 2�� �

�

��
A -� �

��
D HH

HH
HHj

�

��
E

HHHj
� 6q�

�

��
F

?
(1-q)�

� -

��	
��

2��

� -

�

��
A -� �

��
D HH

HH
HHj

�

��
E

HHHj
� 6q�

�

��
F

?
(1-q)�

��

��	
��
�

��

c3

s3

n3

c2

s2

n2

��

��
1

��

��
2

��

��
3

��

��
4

��

��
5

��

��
6

��

��
F1-

6�1 �C1 -
5�1 �C5 -

4�1 �C6 -
3�1 �C7

-
�1-

-

3�1 �C2

3�2 �C3

T
T �

��
2�3 �C4

��

��
1

��

��
3

��

��
4

��

��
5

��

��
6

��

��
F1

��

��
2-

6�1 �C1 -
5�1 �C4 -

4�1 �C5 -
3�1 �C6 -

�1��

@@

��

@@

3�1 � C2

3�1 � C3

@@R

���

@@R

���

7



REPORT DOCUMENTATION PAGE
Form Approved

OMB No. 0704-0188

Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources,
gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this
collection of information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Je�erson
Davis Highway, Suite 1204, Arlington, VA 22202-4302, and to the O�ce of Management and Budget, Paperwork Reduction Project (0704-0188), Washington, DC 20503.

1. AGENCY USE ONLY(Leave blank) 2. REPORT DATE 3. REPORT TYPE AND DATES COVERED

November 1994 Technical Paper

4. TITLE AND SUBTITLE

HiRel: Hybrid Automated Reliability Predictor (HARP)
Integrated Reliability Tool System (Version 7.0)
HARP Tutorial

6. AUTHOR(S)

Elizabeth Rothmann, Joanne Bechta Dugan, Kishor S. Trivedi,
Nitin Mittal, and Salvatore J. Bavuso

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)

NASA Langley Research Center
Hampton, VA 23681-0001

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES)

National Aeronautics and Space Administration
Washington, DC 20546-0001

5. FUNDING NUMBERS

WU 505-66-21-02

8. PERFORMING ORGANIZATION

REPORT NUMBER

L-16553B

10. SPONSORING/MONITORING

AGENCY REPORT NUMBER

NASA TP-3452, Vol. 2

11. SUPPLEMENTARY NOTES

Rothmann, Dugan, Trivedi, and Mittal: Duke University, Durham, NC; Bavuso: Langley Research Center,
Hampton, VA.

12a. DISTRIBUTION/AVAILABILITY STATEMENT 12b. DISTRIBUTION CODE

Unclassi�ed{Unlimited

Subject Category 61

13. ABSTRACT (Maximum 200 words)

The Hybrid Automated Reliability Predictor (HARP) integrated Reliability (HiRel) tool system for reliability/
availability prediction o�ers a toolbox of integrated reliability/availability programs that can be used to cus-
tomize the user's application in a workstation or nonworkstation environment. The Hybrid Automated Relia-
bility Predictor (HARP) tutorial provides insight into HARP modeling techniques and the interactive textual
prompting input language via a step-by-step explanation and demonstration of HARP's fault occurrence/repair
model and the fault/error handling models. Example applications are worked in their entirety and the HARP
tabular output data are presented for each. Simple models are presented at �rst with each succeeding ex-
ample demonstrating greater modeling power and complexity. This document is not intended to present the
theoretical and mathematical basis for HARP.

14. SUBJECT TERMS 15. NUMBER OF PAGES

Reliability; Availability; Fault tree; Markov chain; Coverage; Faults; Errors;
Fault tolerant; Graphical user interface (GUI)

130

16. PRICE CODE

A07
17. SECURITY CLASSIFICATION 18. SECURITY CLASSIFICATION 19. SECURITY CLASSIFICATION 20. LIMITATION

OF REPORT OF THIS PAGE OF ABSTRACT OF ABSTRACT

Unclassi�ed Unclassi�ed Unclassi�ed

NSN 7540-01-280-5500 Standard Form 298(Rev. 2-89)
Prescribed by ANSI Std. Z39-18
298-102


